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Abstract—Despite remarkable growth in penetration of re-

newable energy resources in power grids, most recovery and

restoration strategies cannot fully harness the potentials in such

resources due to their inherent uncertainty and stochasticity. We

propose a resilient disaster recovery scheme to fully unlock the

flexibility of the distribution system (DS) through reconfiguration

practices and efficient utilization of mobile power sources (MPS)

across the system. A novel optimization framework is proposed

to model the MPSs dispatch while considering a set of scenarios

to capture the uncertainties in distributed energy resources in the

system. The optimization model is then convexified equivalently

and linearized into a mixed-integer linear programming formula-

tion to reduce the computational complexity and achieve a global

optimality. The numerical results verify a notable recovery speed

and an improved power system resilience and survivability to

severe extremes with devastating consequences.

Index Terms—Distribution systems (DS); high-impact low-

probability (HILP) hazards; mobile power sources (MPS); rout-

ing and scheduling; dynamic reconfiguration; renewable energy.
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NOMENCLATURE

A. Sets and Indices

! 2 ⌦ Index/set of scenarios.
i, j 2 B Index/set of network nodes.
m 2 M Index/set of mobile power sources (MPSs).
t, ⌧ 2 T Index/set of time periods.
(i, j) 2 L Index/set of distribution branches.
NB, NT, NL Number of all nodes, time periods, branches.
Bsub Set of substation nodes.
Bm Set of candidate nodes that can be connected

to MPS m.
Bsource

t Set of nodes selected to be the source of the
fictitious flows at time t.

Lswitch set of branches equipped with remotely-
controlled switches.

Ldamaged
t Set of branches that are damaged and have not

been repaired at time t.
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G 2 M Set of all mobile emergency generators
(MEGs).

S 2 M Set of all mobile energy storage systems
(MESSs).

V 2 M Set of all mobile electric vehicle (EV) fleets.
Mi Set of MPSs that can be connected to node i.

B. Parameters and Constants

⇡! Probability of scenario !.
�i Priority of the load demanded at node i.
`ij,t Binary damage status of branch (i, j) at time

t (1 if the branch is not damaged or has been
repaired, 0 otherwise).

`0ij,t Binary parameter representing the initial status
of branch (i,j) (1 if connected, 0 otherwise).

pfpv
!,i,t Forecasted photovoltaic power in scenario ! at

node i at time t (kW).
pfw
!,i,t Forecasted wind power in scenario ! at node

i at time t (kW).
P d
i,t Real power demand of node i at time t (kW).

Qd
i,t Reactive power demand of node i at time t

(kVar).
@t Number of microgrids due to the damaged and

un-repaired branches at time t.
Nmps

i Number of MPSs that are allowed to be con-
nected to node i.

T travel
m,ij Travel time of MPS m from node i to node j.

�t Duration of one time period.
M A large enough positive number.
SoCm Minimum state of charge (SoC) of MESS or

EV fleet m (kWh).
SoCm Maximum SoC of the MESS or EV fleet m

(kWh).
P

ch
m, P

dch
m Maximum charging and discharging power of

MESS or EV fleet m (kW, kVar).
Pm, Qm Maximum real and reactive power output of

MPS m (kW, kVar).
P ij , Qij Real and reactive power capacity of branch

(i, j) (kW, kVar).
rij , xij Resistance and reactance of branch (i, j) (⌦).
Vsqri Minimum squared voltage magnitude at node
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Vsqri Maximum squared voltage magnitude at node
i (kV2).

⌘ch
m, ⌘dch

m Charging and discharging efficiency of MESS
or EV fleet m.

P travel
m Energy Consumption rate of EV fleet m when

traveling (kW).
dfic
i,t Fictitious load of node i at time t.

C. Functions and Variables

pdsi,t, qd
s
i,t Real and reactive power demand supplied at

node i at time t (kW, kVar).
pgsi,t, qgsi,t Real and reactive power at substation at time t

(kW, kVar).
pfij,t, qfij,t Real and reactive power flow on branch (i, j)

at time t (kW, kVar).
SoCm,t SoC of MESS or EV fleet m at time t (kWh).
pch
m,t, p

dch
m,t Charging and discharging power of MESS or

EV fleet m at time t (kW).
pm,t, qm,t Real and reactive power output of MPS m at

time t (kW, kVar).
Pmps
i,t , Qmps

i,t Real and reactive power output of MPS at node
i (kW, kVar).

V sqr
i,t Squared voltage magnitude at node i at time t

(kV2).
flij,t Fictitious flow on branch (i, j) at time t.
fgi,t Fictitious supply at source node i at time t.
ppvi,t Stochastic realization of active photovoltaic

power at node i and time t.
pwi,t Stochastic realization of active wind power at

node i and time t.
qpvi,t Stochastic realization of reactive photovoltaic

power at node i and time t.
qwi,t Stochastic realization of reactive wind power

at node i and time t.

D. Binary Variables

↵ij,t Connection status of branch (i, j) at time t (1
if the branch is connected, 0 otherwise).

cm,t, dm,t Charging and discharging status of MESS or
EV fleet m at time t (1 if it is charging or
discharging; 0 otherwise).

'm,t Traveling status of MPS m at time t (1 if the
MPS is traveling; 0 otherwise).

µm,i,t Connection status of MPS m to node i at time
t (1 if connected; 0 otherwise).

I. INTRODUCTION

Occurrence of natural disasters and cyber attacks has been
observed to be on the rise over past decades [1], [2]. This,
therefore, demands for developing effective mechanisms that
ensure a continuous and resilient supply of electricity to the
end customers [3]–[8].

Power distribution system (DS) resilience to disastrous
events can be boosted by holistic planning, operation, and con-
trol of microgrids by which critical loads can be supplied dur-
ing emergencies [9], [10]. Grid-support mobile power sources
(MPSs) including electric vehicles (EVs), truck-mounted mo-
bile energy storage systems (MESSs), and mobile emergency
generators (MEGs) offer spatial flexibility advantages to el-
evate the DS resilience primarily driven by harnessing their
mobility [11]. If MPSs are effectively routed and scheduled
through a comprehensive optimization model, they can be
considered as backup power sources to prevent outages to
some extent even if the system loses access to the main grid
[12], [13]. Following a high-impact low-probability (HILP)
hazard, DS network reconfiguration also plays a significant
role in rerouting and delivering the power from MPSs to
critical loads by switching some branches on and off [14]–
[17]. The distribution branches can be equipped with remotely-
controlled switches (RCS) which can change the system
configuration by changing the boundaries of different isolated
microgrids following a HILP event. DS configuration may
change due to the unavailability of distribution lines and other
elements. Hence, prompt restoration of critical loads highly
depends on (i) the operability of a to-be-repaired distribution
branch, (ii) the availability of an MPS at a specific node, and
(iii) the availability of distributed energy resources (DERs).

The increasing proliferation of DERs such as solar and
wind resources has been resulted in more flexibility and
potentials for swift disaster recovery; however, the uncertain
and intermittent renewable generation portfolios have intro-
duced significant challenges to today’s grid operation and
control paradigms. Such uncertainties, if not properly modeled
and accounted for, may change the underlying principles of
optimization mechanisms and, at times, may render this po-
tential unlocked [18]. In this paper, a mixed-integer nonlinear
programming (MINLP) model is proposed for routing and
scheduling of MPSs coordinated with the DS reconfigura-
tion to improve resilience against HILP events. The existing
uncertainties in the DS, i.e., solar and wind resources, are
incorporated into the optimization model by considering a
suite of scenarios. The MINLP model is further linearized
into a mixed-integer linear programming (MILP) model to ef-
fectively address the computation complexity and then solved
by the-off-shelf commercial solvers. Multiple types of MPSs,
e.g., MEGs, MESSs and EVs, are dispatched considering the
repair schedules of the damaged branches to facilitate the DS
restoration process and to realize enhanced resilience.

The rest of this paper is organized as follows. The proposed
optimization formulation is presented in Section II while the
applied linearization technique is explained in Section III.
Numerical results and discussion are provided in Section IV
and Section V concludes the paper.

II. PROBLEM FORMULATION

In this section and inspired by [19], the optimization for-
mulations for routing and scheduling of MPS considering the
stochasticity of renewable resources is presented as follows.
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X

t2T

X

i2B

�i · pdsi,t +
X

t2T

X

i2B

(ppvi,t + pwi,t

!

(1)
X

i2Bm

µm,i,t  1, 8m 2 M, 8t 2 T (2)

X

m2Mi

µm,i,t  Nmps
i , 8i 2

[

m2M

Bm, 8t 2 T (3)

'm,t = 1�
X

i2Bm

µm,i,t, 8m 2 M, 8t 2 T (4)

µm,i,t+⌧ + µm,j,t  1,

8m 2 M, 8i, j 2 Bm, 8⌧  T travel
m,ij , 8t+ ⌧  NT

(5)

SoCm,t = SoCm,t�1 + (⌘ch
m · pch

m,t�pdch
m,t/⌘

dch
m ) ·�t,

8m 2 S, 8t � 1
(6)

SoCm,t = SoCm,t�1 + (⌘ch
m · pch

m,t � pdch
m,t/⌘

dch
m �

'm,t · P travel
m ) ·�t, 8m 2 V, 8t � 1

(7)

SoCm  SoCm,t  SoCm, 8m 2 {S,V}, 8t 2 T (8)

0  pch
m,t  cm,t · P

ch
m, 8m 2 {S,V}, 8t 2 T (9)

0  pdch
m,t  dm,t · P

dch
m , 8m 2 {S,V}, 8t 2 T (10)

cm,t + dm,t 
X

i2Bm

µm,i,t, 8m 2 {S,V}, 8t 2 T (11)

0  pm,t 
X

i2Bm

µm,i,t · Pm, 8m 2 G, 8t 2 T (12)

0  qm,t 
X

i2Bm

µm,i,t ·Qm, 8m 2 G, 8t 2 T (13)

X

(i,j)2L

↵ij,t = NB � @t, 8t 2 T (14)
X

(j,i)2L

flji,t �
X

(i,j)2L

flij,t = dfic
i,t, 8i 2 B\Bsource

t , 8t 2 T

(15)X

(i,j)2L

flij,t �
X

(j,i)2L

flji,t = fgi,t, 8i 2 Bsource
t , 8t 2 T

(16)
� ↵ij,t ·M  flij,t  ↵ij,t ·M, 8(i, j) 2 L, 8t 2 T (17)

↵ij,t  `ij,t, 8(i, j) 2 L, 8t 2 T (18)

↵ij,t = `0ij,t, 8(i, j) 2 L\{Ldamaged
t ,Lswitch}, 8t 2 T (19)

Pmps
i,t =

X

m2Mi\{S,V}

µm,i,t · pdch
m,t �

X

m2Mi\{S,V}

µm,i,t · pch
m,t

+
X

m2Mi\G

µm,i,t · pm,t, 8i 2
[

m2M

Bm, 8t 2 T

(20)
Qmps

i,t =
X

m2Mi

µm,i,t · qm,t, 8i 2
[

m2M

Bm, 8t 2 T (21)

Pmps
i,t = Qmps

i,t = 0, 8i 2 B\
[

m2M

Bm, 8t 2 T (22)

X

(j,i)2L

pfji,t �
X

(i,j)2L

pfij,t = pdsi,t � pgsi,t

� Pmps
i,t � ppv

i,t � pw
i,t, 8i 2 B, 8t 2 T

(23)

X

(j,i)2L

qfji,t �
X

(i,j)2L

qfij,t = qdsi,t � qgsi,t

�Qmps
i,t � qpv

i,t � qw
i,t, 8i 2 B, 8t 2 T

(24)

0  pdsi,t  P d
i,t, 8i 2 B, 8t 2 T (25)

0  ppv
i,t 

X

!2⌦

⇡!.p
fpv
!,i,t, 8i 2 B, 8t 2 T (26)

0  pw
i,t 

X

!2⌦

⇡!.p
fw
!,i,t, 8i 2 B, 8t 2 T (27)

qpv
i,t = (Qd

i,t/P
d
i,t) · p

pv
i,t, 8i 2 B, 8t 2 T (28)

qw
i,t = (Qd

i,t/P
d
i,t) · pw

i,t, 8i 2 B, 8t 2 T (29)

pdsi,t�1/P
d
i,t�1  pdsi,t/P

d
i,t, 8i 2 B, 8t � 1 (30)

qdsi,t = (Qd
i,t/P

d
i,t) · pd

s
i,t, 8i 2 B, 8t 2 T (31)

� ↵ij,t · P ij  pfij,t  ↵ij,t · P ij , 8(i, j) 2 L, 8t 2 T
(32)

� ↵ij,t ·Qij  qfij,t  ↵ij,t ·Qij , 8(i, j) 2 L, 8t 2 T
(33)

V sqr
i,t � V sqr

j,t (1� ↵ij,t) ·M + 2 · (rij · pfij,t+
xij · qfij,t), 8(i, j) 2 L, 8t 2 T

(34)

V sqr
i,t � V sqr

j,t �(↵ij,t � 1) ·M + 2 · (rij · pfij,t+
xij · qfij,t), 8(i, j) 2 L, 8t 2 T

(35)

Vsqr
i
 V sqr

i,t  Vsqri, 8i 2 B, 8t 2 T (36)

Motivated by [11], the objective function (1) includes two
terms as follows: the first term is the total supplied load
considering the priority of the load points over the entire time
period; and the second term is to maximize the utilization
of renewables, i.e., solar and wind energy. A number of
constraints need to be taken into account for the DS restoration
problem as follows.

1) MPS Connection Constraints: Following a HILP event,
the MPSs will quickly travel and get connected in the isolated
microgrids to supply the demanded power. At each time pe-
riod, the MPS can be connected to at most one pre-determined
candidate node, as enforced in (2). Constraint (3) indicates that
the allowed number of MPSs connected to a node is limited
to the stations’ capacity at each candidate node. Constraint
(4) states that the MPSs cannot travel to other nodes when
connected to a candidate node.

2) MPS Routing Constraints: constraint (5) ensures that
the MPSs transportation among different DS nodes satisfies
the required travel time.

3) MPS Power Scheduling Constraints: It is assumed that
the truck-mounted MESS and MEG can be refueled with
tanker trunk for transportation during the restoration process
[20], while EVs consume their own electric energy to transfer
from one to another node. The change in the state of charge
(SoC) of MESSs over time is determined by their charging and
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discharging behaviors, as represented in (6) while the SoC of
EVs is determined by their charging and discharging as well as
travel behaviors (7). Constraint (8) restricts the range of SoC
of MESS and EV over all time periods. Constraint (9) and
(10) respectively impose the range of charging and discharging
power for MESS and EV according to the corresponding rated
power. The charging and discharging power are both enforced
to be zero when MESS and EV are not connected to the
DS. Charging and discharging of MESS and EV are mutually
exclusive over all time periods, as represented in (11) which
indicates that the MPS disconnected from DS can neither
charge nor discharge. Constraint (12) and (13) set the range of
real and reactive power output of MEG according to its rated
power, respectively, and enforce MEG to have zero real and
reactive output when it is disconnected from DS.

4) DS Radiality Constraints: Constraints (14)-(17) ensure
that the DS remains radial over all time periods. For DS
radiality, there are two conditions which need to be satisfied:
(i) at each PI, the number of connected branches is equal to
the total number of nodes in the PI�1; (ii) all load points are
connected to a determined source node in each PI. The first
condition is satisfied in constraint (14). In each PI, one node
is considered as a fictitious source node and the remaining
nodes are fictitious load points. The fictitious source node
and fictitious load node are the source and the destination of
fictitious power flow, respectively. The amount of the fictitious
flow into a load node dfic

i,t is set as 1 at all nodes. The second
condition is satisfied in constraint (15)-(17) that enforce each
load node to receive one unit of the fictitious flow from the
fictitious source node at each PI. Constraints (15)-(16) ensure
the fictitious flow balance for the fictitious load and source
nodes, respectively. Constraint (17) enforces the fictitious
flow to be zero in open branches. The large enough positive
number M relaxes this constraint when some branches are
open (See [21] for additional details on the fictitious network
and radiality conditions).

5) Branch Status Constraints: According to (18), the
damaged branch must be open if it has not yet been repaired
at time t. Constraint (19) states that the undamaged branches
without RCS remain in their initial status over all time periods.

6) MPS Output Power Constraints: Constraints (20)-(21)
indicate that the real or reactive power injection or extraction
at a candidate node for MPS siting is equal to the sum of
the real or reactive power output of the MPSs. The non-MPS
nodes are attributed zero real and reactive power from MPSs
as expressed in (22).

7) Power Balance Constraints: Constraints (23)-(24) de-
scribe the real and reactive power balance conditions at
all nodes, respectively. The range of the demanded load to
be supplied is bounded in constraint (25). Constraints (26)-
(27) reflect the relation of stochastic realization of solar and
wind energies with the forecasted values in each scenario. A
thousand number of scenarios are considered here to capture
the uncertainties in the forecasted values at each time period.
Constraints (28)-(29) indicate the relation of the scheduled
reactive and active solar and wind power. Constraint (30)
enforces the recovery rate of the supplied loads not to decrease.
The power factor of the demand is assumed to be fixed in (31).

The real and reactive power flows in the online branches are
respectively limited by their real and reactive power capacities
in (32)-(33). Constraints (32)-(33) also enforce the real and
reactive power flow in open branches to be zero.

8) Power Flow Constraints: Constraint (34) and (35)
represent the power flow equation in which the M value is a
relaxation parameter [22]. Constraint (36) states the boundary
for the voltage magnitudes.

III. LINEARIZATION TECHNIQUE

The proposed optimization model is a non-convex mixed-
integer non-linear programming (MINLP) model due to con-
straints (20) and (21). According to [23], a linearization
technique is used in this paper as illustrated below:

0  P dch
m,i,t  µm,i,t · P

dch
m (37)

pdch
m,t + (µm,i,t � 1) · P dch

m  P dch
m,i,t  pdch

m,t (38)

0  P ch
m,i,t  µm,i,t · P

ch
m (39)

pch
m,t + (µm,i,t � 1) · P ch

m  P ch
m,i,t  pch

m,t (40)

0  Pm,t  µm,i,t · Pm (41)

pm,t + (µm,i,t � 1) · Pm  Pm,i,t  pm,t (42)

0  Qm,t  µm,i,t ·Qm (43)

qm,t + (µm,i,t � 1) ·Qm  Qm,i,t  qm,t (44)

For instance, if µm,i,t = 1, then we have P dch
m,i,t = pdch

m,t; if
µm,i,t = 0, then P dch

m,i,t = 0. By doing so, the MINLP formu-
lation is linearized into a mixed-integer linear programming
(MILP) problem which can be solved by the available off-the-
shelf solvers.

IV. NUMERICAL RESULTS AND DISCUSSIONS

In this section, the proposed uncertainty-aware integrated
routing and scheduling of MPS with DS reconfiguration is
applied to the IEEE 33-node test system to verify the effec-
tiveness of the proposed scheme. All simulations have been
conducted on a PC with an Intel Xeon E5-2620 v2 processor
and 16 GB of memory using CPLEX 12.5.1.

We assume 9 branches (out of the 37 branches) in the
network are unavailable following an adverse HILP event. It is
also assumed that 3 stations are available in the DS to connect
the MEG and MESS and there are 3 EV stations for charging
and discharging of EVs. Moreover, we assume that 3 MPSs are
available in the restoration process: one electric bus considered
as EV with 150 kW/150 kWh capacity and 0.25 kWh/km
energy consumption rate, one MESS with 500 kW/776 kWh
capacity, and one MEG with 800kW/600 kVar capacity [13],
[24]–[27]. The priority factor of demanded loads is randomly
generated between 0 and 10, lying within or lower than the
typical value of lost load (VOLL) of different customers [4],
[28]. Some other data can be found in [22]. The allocations
of 8 RCS, solar panel, and wind turbine are demonstrated in
Fig. 1. The total time period is considered T = 24, where
each time period is �t=0.5h. All the MPSs are located at the
substation node at t = 1 and the initial SoC of EV and MESS
are considered fully charged. In this paper, 1000 scenarios with
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the same probability (⇡) for each time period are considered
to capture the uncertainties in the forecasted values of solar
and wind energies. The repair schedule for damaged branches
is tabulated in Table I.

According to Table II, tie lines 9-15, 12-22, 18-33, and 25-
29 which are normally open (i.e., offline) should be closed
(i.e., online) for some time periods in order to change the
DS topology and facilitate the routing of MPSs. Note that
branch 14-15 and 28-29 are already online during the normal
operating conditions, while branches 9-10 and 30-31 are
offline due to post-event damages. At t=4⇠5, branch 19-20
has been repaired by repair crews; EV 1, MESS 1 and MEG
1 are connected to node 33 and 15, and 29 respectively, to
form microgrid 1, 2, and 3. The SoC of EV, and MESS and
the real power output of MEG at different time periods is
depicted in Fig. 2. As it can be seen, during the first time
periods of restoration, all MPS contribute to restore power
outages while after t = 6 the MESS stops discharging until
t = 21 when MEG’s power output is zero. At t=7, EV 1 starts
supplying power while branch 12-22 is open to ensure the DS
radial topology since branches 8-9 and 9-10 are repaired and
connected back at t=6 and t=7, respectively. At t=9, branch
9-15 is open to ensure the DS radial topology since branch
12-13 is repaired and connected back. At t=13, the branch
16-17 has been repaired; hence, nodes 17, 18, and 33 are re-
connected to the substation node and the isolated microgrid
is merged with the main grid. EV 1 should travel to node 5
in order to be charged since its SoC is reaching the minimum
threshold. At t=18⇠19, branch 30-31 has been repaired when
EV 1 returns to node 33 and continues supplying the neighbour
load points as they have not been yet fully restored—due to
the distribution lines capacity limits. Moreover, all load points
across the studied DS, except node 24, are supplied with the
energy conjointly provided by the main grid and the MPSs at
t=18⇠19. At t=20, branch 27-28 is repaired and re-energized;
thus, branch 18-33 is open to ensure the DS radial topology. At
t=22, branch 24-25 is repaired, the DS is fully restored by the
main grid substation and all the grid-support MPS resources
even though branch 23-24 is not yet repaired.

The forecasted solar energy through 1000 scenarios with the
same probability are depicted in Fig. 3. The voltage profile
in each time period is depicted in Fig. 4. As it presents,
the voltage magnitudes are within the desired limits (0.95-
1.05 p.u.) for all nodes in all time slots. The optimized
realization of solar and wind during the entire restoration
horizon is illustrated in Fig. 5. Utilizing the MPSs conjointly
with harnessing the stochastic renewable energies as well
as DS dynamic reconfiguration have effectively ensured a
swift response and recovery, thereby realizing an enhanced
operational resilience against HILP events.

V. CONCLUSION

To elevate the resilience and survivability of DS in face of
HILP hazards, an optimization model for disaster recovery is
proposed in this paper in which MPS dispatch and dynamic
network reconfiguration are jointly cooperated with renewable
energies. A MINLP optimization model involving a set of
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Fig. 1. IEEE 33-node test system split into different microgrids.

TABLE I
TIME SEQUENCE OF REPAIRS FOR DAMAGED BRANCHES

Time Period (t) 3 6 7 9 13
Repaired Branch 19-20 8-9 9-10 12-13 16-17

Time Period (t) 16 20 22 24
Repaired Branch 30-31 27-28 24-25 23-24

TABLE II
DYNAMIC NETWORK RECONFIGURATION OF THE DS

Time Period (t) t=1⇠6 t=7⇠8 t=9⇠19 t=20⇠23 t=24
Branch 9-15 Close Open

Branch 12-22 Close Open
Branch 18-33 Close Open
Branch 25-29 Close Open

0
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900
1000

0
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kWkW
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Time Period (p.u.)

SoC of EV SoC of MESS MEG Active Power Output

Fig. 2. SoC of EV, MESS, and real power output of MEG in each time
period.

thousand scenarios is suggested, linearized, and reformulated
to a MILP model so as to realize the DS service restora-
tion. Harnessing the full potentials in renewable energies
and capturing the corresponding uncertainties, numerical re-
sults revealed the effectiveness of the proposed recovery and
restoration strategy.
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Fig. 3. Solar prediction in 1000 scenarios at each time period.

 
Fig. 4. Voltage profile at each time period.
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