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A B S T R A C T

Differential protection is a widely-used approach for power transformer protection, the performance of which may be, at times, challenged due to the inrush current
and current transformer (CT) saturation. This paper presents an enhanced statistical algorithm for discrimination of fault and inrush current signals under CT
saturation scenarios. This paper proposes twofold discrimination indices centered on the concept of fourth-order statistic moment, the so-called kurtosis on the
current signal. Mathematically proven, the algorithm performance only depends on the current signal phase angle and it does not require transformer parameters.
The mathematical closed form formulation in this paper classifies fault condition and inrush currents in sub-cycle timeframes even in the CT saturation conditions.
The performance of the proposed algorithm is verified under various fault and inrush current scenarios with and without CT saturation. The numerical results
demonstrate that the proposed algorithm can successfully classify the disturbances and detects saturations quickly with promising accuracy.

Index Terms: Inrush current; internal fault; current transformer saturation; differential protection

1. Introduction

Differential protection unit on a power transformer is one most
significant protection scheme against failures due to internal faults.
Since differential relays typically operate under conditions where con-
siderable differential currents exist, inrush currents may potentially
cause mal-operation of differential relays [1,2]. As a result, fast, accu-
rate and reliable discrimination between internal fault conditions and
inrush currents helps preventing the false trips of the differential relays.

Surveying the related literature, there exist two main types of al-
gorithms in such applications: (i) algorithms for current transformer
(CT) saturation detection which may also work on waveform re-
construction, and (ii) algorithms to distinguish between internal faults
and inrush currents. In the first category, almost all the state-of-the-art
methods are able to detect CT saturation only if they are fed by a
standard fault signal [3]. Such methods range from model based algo-
rithms [4–12], artificial intelligence based algorithms [13–15], and
hybrid signal processing algorithms [3,16–18]. Except in [3] and [6],
most CT saturation detection and waveform reconstruction algorithms
are not able to distinguish inrush currents which potentially imposes a
risk to the accurate operation of the protection functions. This is par-
ticularly critical as CT saturation may be more frequently experienced
in modern power grids of the future with high proliferation of

renewables and distributed generation, as the system short circuit level
increases [19]. Since other protection algorithms such as fault detection
and identification in transmission lines heavily depend on the current
measurements [20,21], failure in fast detection and reconstruction of
distorted currents due to CT saturation negatively affect the perfor-
mance of protection algorithms and consequently jeopardize the power
grid reliability and security.

In the second category, the algorithms mostly focus on the identi-
fication of inrush currents to distinguish them from fault signals. In this
category, CT saturation is typically considered as a hard case study and
the effect of CT saturation is reflected on the threshold of decision
making. Such algorithms usually utilize multiple indices whose
thresholds depend on the system configuration and parameters and as a
result, are case-dependent.

The state-of-the-art algorithms in this area can be categorized as
follows:

• Harmonic restrain methods [22,23]: which are noncomplex algo-
rithms and highly depend on the second and fifth harmonic currents
to distinguish inrush current from fault current. However, as dis-
cussed in [24], high flux remanence in transformers and also the
presence of series capacitors in transmission lines may result in an
escalated second harmonic component in fault conditions. It has
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been also discussed in [25] that utilizing new materials in the core
of power transformers may also change the harmonic content of the
inrush current, thereby adding additional complexity to distinguish
between an internal fault and inrush current.
• Model-based methods [26–29]: are basically centered on transformer
parameters, voltage and flux restrains and also inductance assess-
ments.
• Artificial intelligence methods [30–34]: which are based on pattern
recognition principles and are implemented with neural networks
[30–32] and fuzzy logic [33,34]. As they require large volumes of
data for training as well as a large processing memory, such tech-
niques generally suffer from computational complexities.
• Wavelet transform methods [35–37]: utilizing wavelet transform re-
sults in a more comprehensive view simultaneously in time and
frequency domains. However, they need long data windows and are
susceptible to noise as well as unanticipated disturbances.
• Hybrid methods [25,28–40]: Lately, some innovative methods based
on current–voltage signals [25], kurtosis [38], waveform sinusoidal
similarity identification [39] and discrete Fréchet distance algo-
rithm [40] have been proposed to distinguish between inrush cur-
rent and internal faults. However, sensitivity to decaying DC com-
ponent, dependence on both current and voltage information, and
long delay in hard cases are the main drawbacks of such methods.

In almost all the above methods, CT saturation remains a challen-
ging issue, while CT transient response in the CT saturation detection
process has been neglected and its effects on the decisions for distin-
guishing the inrush and fault current signals have not been investigated.

This paper presents an algorithm that enhances immunity of the
differential relays during potential mal-operation circumstances (i.e., to
distinguish inrush current from fault current even under CT saturation
conditions). The proposed scheme is designed based on a high-order
statistic moment, the so-called kurtosis, which is applied to the current
signals. The proposed scheme offers the following contributions:

• The proposed scheme is designed based on the twofold indices that
are assessed based on the kurtosis of the unsaturated sinusoidal
components. As it can be mathematically proven, the proposed in-
dices are dependent on the fundamental phase angle. As a result,
due to changes in the phase angle, the indices notably and swiftly
change under inrush and fault current conditions when the CT is
saturated. Note that the proposed method operates based on the
twofold indices which consequently requires two thresholds; how-
ever, the thresholds are independent of the transformer parameters.
• One major goal of the proposed scheme is to provide fast decision
making criteria. The proposed indices are introduced so that they
can utilize the first quarter of a cycle. As mentioned, the proposed
method only depends on the fundamental phase angle, and not on
the magnitude, of the current signal. As a result, the key feature in
the proposed algorithm is fast estimation of the fundamental phase
angle of the current signal, thereby resulting in an expedited clas-
sification of the disturbances. In order to achieve a fast estimation of
the phase angle of the current signal, the phasor estimation algo-
rithm in [3] has been employed in which the phasor estimation is
conducted in sub-cycle and utilizing unsaturated interval of the
current signals.
• Comparisons with the state-of-the-art on CT saturation detection
reveals that the suggested method in [3], utilizing multiple indices,
almost comprehensively deals with the saturation detection and
fault classification using three phase current signals. However, the
proposed indices in this paper solely detects the change, classifies
the nature of the disturbance, and determines the initial distortion
point caused by the saturation in the fault scenarios using single
phase current signal.
• Comparison with state-of-the-art on discrimination between inrush
and fault current reveals that in [38], a kurtosis based index is

suggested for discrimination between inrush and fault current.
However, the proposed approach in this paper is different with [38]
in that (i) the effects of decaying DC component in the fault current
is adequately captured in our technique (i.e. the calculation of
fundamental phase angle is conducted based on the algorithm [3]
that removes the effect of fault current DC components), and (ii) the
proposed technique works based on a sliding window which re-
quires quarter of a cycle data for its estimations, while the method
suggested in [38] needs a full cycle data for its assessments, and (iii)
unlike [38], which reflects the CT saturation into threshold using
multiple simulation scenarios, the proposed method provides a sub-
cycle index for detection of the CT saturation.

This paper is organized as follows. Section 2 describes the proposed
algorithm and its mathematical formulations. Section 3 presents the
implementation procedure of the proposed algorithm. Various case
studies are extensively analyzed in Section 4 and eventually come the
conclusions in Section 5.

2. Problem statement and proposed algorithm

2.1. Mathematical expressions of fault current signals

According to [41–43], the general expression of the fault current in
the secondary side of the CT is as follows:

= + + +i t I ft I e I e( ) sin(2 ) dc
t

CT
t

1 1
/ /dc CT (1)

where, I1, Idc and ICT are magnitudes of the fundamental component,
decaying direct current (DC) offset caused by the grid and decaying DC
offset caused by the CT, respectively. dcand CT are time constants of the
decaying DC offset caused by the grid and CT, respectively. 1 re-
presents the phase angle of the fundamental component and f is the
system frequency which is equal to 50 Hz.

The proposed method is based on the kurtosis of the second deri-
vative of the current signal in the first cycle following the fault incep-
tion. According to [41], the time constant of the power grid and the CT
are much larger than quarter of a cycle, meaning that the decaying DC
components can be assumed constant during the first half cycle. As a
result, the exponential terms in (1) can be linearized as in below:

+ + +i t I ft I t I t( ) sin(2 ) (1 ) (1 )dc
dc

CT
CT

1 1 (2)

Applying two consecutive derivations on (2), the following expres-
sions for the second derivative i“(t) can be concluded:

= + = +i t I f ft A ft( ) (2 ) sin(2 ) sin(2 )1
2

1 1 (3)

where, A is an interim parameter.

2.2. Kurtosis

The kurtosis is the fourth order normalized moment which is used to
describe the shape of the probability density function (PDF) [44]. As-
suming X as a random variable, the kurtosis is defined as follows:

= =Kurtosis X K
E X µ

E X µ
[ ]

[( ) ]
( [( ) ])

a

a

4

2 2 (4)

It is assumed that the sample time ti is a random variable in the
arbitrary time window Ta of the samples and ti has a uniform PDF in the
arbitrary window Ta. According to (4), the kurtosis of i“(t) is calculated
as below:

= =Kurtosis i t K
E i t µ

E i t µ
[ ( )]

[( ( ) ) ]
( [( ( ) ) ])

a

a

4

2 2 (5)

where i“(t) represents the second order derivative of the current signal i
(t). Also μa is the mean value of i”(t) and is defined as follows:
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Calculating (6), μa is achieved as follows:
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where Ta represents the length of the window which is selected as an
arbitrary parameter. By substituting (7) to (5), the following expression
for K is achieved:
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With the integration (8) evaluated, K is generally expressed as fol-
lows:
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where Yi and σa are the interim variables that are assessed in the fol-
lowing:
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As can be seen in (9) to (14), there are two important parameters
that should be selected. On the parameter selection, Fig. 1 presents
sensitivity of K to variations in Ta and 1. One can realize, in Fig. 1, that
for the window length less than half a cycle, the variations of the
kurtosis in both value and polarity are significant, while for the window
length greater than half a cycle, the changes in kurtosis values are
comparably very small. It reflects the fact that as the window length
increases, the sensitivity of the kurtosis to phase angle goes ideally
toward zero. However, the algorithm to calculate the signal phase angle
may need different window lengths. Here, Ta dictates the delay of the
kurtosis or K to reach an authenticated value for decision making.
According to Fig. 1, the variations in phase angle is determinant for
each Ta, and hence, Ta is here selected equal to quarter of a cycle.

2.3. Disturbance classification and saturation detection

All calculations given in the previous subsection are based on the
fact that the fault signal preserves the general format as represented in
(1). However, it is found that the inrush or saturation phenomena will
create distortions in the current signal that may potentially result in a
current signal that may not necessarily fit in expression (1).

In order to distinguish an unsaturated fault condition, inrush cur-
rent, and saturated fault conditions, the following criteria are presented
for relay decision making:

Criterion 1: For making distinctions between inrush current and fault
conditions, an index called disturbance classification index (DCI), is
defined as in (15):

=DCI std K1 ( ) (15)

where, std is the standard deviation. According to (15), if the DCI is
smaller than a threshold, then the signal is inrush current, while it is a
fault signal otherwise. To justify the selection of this criterion, it should
be noted that the expression (15) depends on the variations in K, where
the inrush current can be simply identified following a disturbance.
This is due to the fact that K in (9) only depends on φ1 which is a time-
variant parameter for inrush current and an almost constant value for
fault currents. As a result, the variations in φ1 and consequently K will
result in a significant change in the DCIwhen an inrush current appears.

In order to detect CT saturation under the fault conditions, if DCI is
smaller than a threshold, then the saturation is detected. In other
words, if the DCI remains constant and close to 1, it reflects that the CT
is not saturated. This is because the phase angle is a constant value in
the unsaturated portion of the signal, and as a result, the values of K and
the DCI are almost constant in the unsaturated portion of the signal.
However, the estimated phase angle in the unsaturated portion of the
signal becomes highly distorted due to the fact that the saturated signal
no longer fits in (3). Hence, the DCI value violates the threshold.

Note that the difference between the cases of inrush and saturated
current signals is that in the former, the signal is highly distorted from
the beginning (i.e. exactly after happening), while in the latter (even if
a deep CT saturation occurs), the fault current remains unsaturated at
about 1/6 of the cycle.

Criterion 2: The kurtosis index (KI) for relay decision making to
distinguish between inrush and fault current signals even in the pre-
sence of CT saturation is proposed as follows:

=

=

+KI

K std

1

( )

K

R
K
K

1
1 R

SD

(16)

where, KSD and Kφ are kurtosis values based on the second order de-
rivative of the current signal and estimated phase angle, respectively.
Also, KR is the ratio of the KSD and Kφ. If a fault happens, the estimated
value of KSD which is calculated in each a quarter of a cycle, and Kφ

which is calculated every 1 ms following the disturbance, are almost the
same. As a result, the value of KI remains close to zero (less than a
threshold). Note that to cover probable CT saturation in the first quarter
of the cycle, the proposed method delays the decision making for a
quarter of a cycle after the disturbance occurrence. If DCI identifies a
CT saturation scenario in less than a quarter of a cycle after disturbance,
then the KI uses unsaturated interval phase angle for estimating Kφ.
Otherwise, KI uses the phase angle estimated from the quarter of a
cycle. In both the un-saturated and saturated fault conditions, variance
of KR remains low since both KSD and Kφ are almost in the same range.
As a result, KI ideally reaches below threshold after about a quarter of a
cycle. However, in the inrush currents, the values of KSD and conse-
quently KR change notably so that the KI index crosses the threshold.

Fig. 1. The sensitivity of kurtosis to variations in Ta and φ1.
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3. Implementation

To implement the proposed scheme, expression (9) calls for as-
sessment of the phase angle. As discussed earlier, it is essential to es-
timate the phase angle in less than 1/6 cycle following the disturbance
particularly under deep CT saturation scenarios. Here, the sub-cycle
phasor and parameter estimation algorithm in [3] is employed, in
which we assume a 240 sample/cycle sampling rate with which only 12
samples (or about 1/20 of a cycle) are required to estimate the fun-
damental phase angle. The procedure of calculating the phase angle is
provided in Appendix 1. Note that the potentials in using high-sampling
rate for protection applications in digital relays have been fully dis-
cussed in [45,46].

The implementation procedure of the proposed scheme is illustrated
in Fig. 2. Basically, the calculations of DCI and KI start in parallel.
However, KI requires the decision of DCI for two conditions: first to
preliminary distinguish between the inrush and fault conditions, and
second, to check whether saturation is detected in the first quarter of a
cycle. To be more specific, the procedure is based on the following
steps:

Step 1: With the current signal acquired, the fundamental phase
angle is calculated and consequently fed into (15) and (16) to

estimate the DCI and KI, respectively.
Step 2: Overall, the DCI has two goals: first discrimination between
the fault and inrush signal exactly after disturbance occurrence, and
second, finding the saturation in the first quarter of a cycle.
Comparison of the estimated DCI and a threshold value (TH1), the
decision to distinguish the fault from inrush current and also on CT
saturation detection is made as follows:
• DCI distinguishes between inrush current and fault conditions ex-
actly following the disturbance inception. It means after about 2 ms,
if the DCI remains above the threshold, the disturbance is identified
as fault.
• The saturation detection based on the DCI is performed following
the observation on DCI crossing the threshold after at least 1/6 cycle
(i.e. deep saturation condition). Note that the saturation may not
happen in the first quarter of the cycle and, as a result, the phase
angle will not be affected in this interval due to the distortions
caused by CT saturation.
Step 3: If DCI detects a CT saturation incident, then KI assessment
should be performed based on the unsaturated interval. Otherwise,
the KI requires a quarter of a cycle signal for decision making. Based
on the window length for the required data, a quarter of a cycle from
the current signal is ideally required for an accurate decision
making.

Fig. 2. The implementation procedure of the proposed scheme.
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It should be noted that assuming 240 samples per cycle, the phase
angle is evaluated with 12 samples (about 1 ms). However, the DCI is
based on the variance in K and is calculated based on the subsequent
1 ms (i.e., 12 consecutive samples of K). As a result, decision making
based on the DCI requires about 24 samples (about 2 ms). Discussions
on selection of TH1 and TH2 considering noisy and harmonic condi-
tions are provided in the next Section.

4. Simulation results and discussions

The performance of the proposed method is evaluated on a simu-
lated test system presented in Fig. 3, where the system characteristics
are adopted from [25]. Low voltage and high voltage sides of the power
transformer are provided by two CTs with specifications of 1200/5 and
100/5, respectively. Also, the magnetization characteristics taken into
account for simulation of the CTs are taken from. The specifications of
the test system are provided in Appendix 2. The test system and the
proposed methodology are implemented in MATLAB programming
environment. Also, the performance of the proposed method is com-
pared with the second harmonic restrain (SHR) method. Studies on
more than 1765 scenarios including 625 inrush current signals and

1140 internal and external fault current signals with/without CT sa-
turation are conducted considering different fault type scenarios
(single-phase, double-phase, three phase to ground), fault inception
angles (0 to 360°), fault resistance (0 to 5 Ohms), transformer en-
ergization instance (0 to 360°), remanence level of power transformer
(-80% to + 80%), and noise level (40 dB to 60 dB). Here, we present
some of the simulations and experimental tests to demonstrate the
performance of the proposed algorithm. Investigating the performance
of the DCI by applying 1765 scenarios, it has been observed that DCI is
not exceeded 0.94. This is because the variation of phase angle and
consequently K by (9) is very low in the case of fault without saturation.
As a result, the threshold, DCI TH1, is selected 0.9 for a safe decision
making. Similarly, the threshold for the proposed technique (TH2) is
obtained from applying 1765 scenarios. It should be noted that the
proper value of TH2 varies between 0.05 and 0.15 in different test
scenarios. This is because phase angle estimation algorithm uses sub-
cycle data and despite all considerations, the transients in fault current
signal may affect the approximated phase angle, and consequently, K by
(9). One important observation is that the lower threshold guarantees
the reliability of the relay’s decision making at the cost of additional
delays [22]. To validate the timing performance of the proposed
method under the worst case scenarios, the threshold for TH2 is se-
lected 0.05. Note that the threshold on the SHR (SHRT) is selected 0.15.
In all cases, the magnitudes of the current signals of phase A are pro-
vided in per unit. Also, DIT, DDT, and FPoC respectively stand for the
disturbance inception time, disturbance detection time, and first point
of convergence to authenticated value. The change detection presented
in [3] was applied on the signals to identify the abnormal conditions
against the load change scenarios. In other words, the applied signal
into the proposed method is somehow filtered to categorize between
fault, fault with saturation and inrush current signals. According to [3],
if a change happens and the magnitude of the current signal in all
phases vary higher than a certain threshold in the pre-disturbance

Fig. 3. The simulated test system.

(a) (b) 

(c) (d) 

(e) (f) 

Fig. 4. Evaluating the performance of the proposed
algorithm for inrush current (remnant flux of the
power transformer is assumed zero): (a) current
signal, (b) disturbance classification index, (c)
scaled current signal and its derivation, (d) esti-
mated phase angle through the derivation of the
current signal, (e) second harmonic restrain
method, (f) proposed method.
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condition, the signal is assumed to be originated from an abnormal
condition. In this paper, the threshold was assumed 50% of the mag-
nitude of the current signal.

4.1. Inrush current

Figs. 4 and 5 illustrate the performance of the proposed algorithm
on two inrush current signals in which the remnant flux of the power

transformer is 0 and 80%, respectively. As can be seen in these figures,
the proposed DCI reaches below the threshold (red dashed line) just
after about 2 ms following the disturbance inception. As it can be seen
in Fig. 4.c and d, considering (3) as the reference function for phase
angle estimation, the approximated phase angle has significant varia-
tions since the shape of the inrush current is no longer similar to the
sinusoidal function. It should be noted that in Fig. 4.c, the current signal
and its derivation are scaled for better illustrations.

(a) (b) 

(c) (d) 
Fig. 5. Evaluating the performance of the proposed algorithm for inrush current (remnant flux of the power transformer is assumed 80% of the knee point flux): (a)
current signal, (b) disturbance classification index, (c) second harmonic restrain method, (d) proposed method.

(a) (b) 

(c) (d) 

(e) (f) 

Fig. 6. Evaluating the performance of the proposed
algorithm for fault current without CT saturation:
(a) current signal, (b) disturbance classification
index, (c) scaled current signal and its derivation,
(d) estimated phase angle through the derivation of
the current signal, (e) second harmonic restrain
method, (f) proposed method.
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As seen in Fig. 4, both SHR and the proposed method offer appro-
priate marginal distances to the threshold and both methods have not
operated in response to the inrush current (i.e., ensured dependability).
The difference between the SHR and KI is that the proposed method has
reached the authenticated value after about 5 ms while the SHR method
achieves it after about 20 ms.

Also, as it can be seen in Fig. 5, in the case of CT saturation due to
remnant flux in the power transformer, the SHR shows unreliable op-
eration after one cycle. As can be seen in Fig. 5.c, the DIT reaches the
authenticated value in one cycle following the disturbance, but in an
unstable manner that results in unreliable decision making. In com-
parison with SHR, KI reveals more appropriate marginal distance to the
threshold after about 6 ms.

4.2. Fault current with/without CT saturation

Figs. 6 and 7 show the performance of the proposed method on two
fault current signals. As can be seen, the DCI remains on top of the
threshold (red dashed line) for unsaturated fault current in Fig. 6. b. DCI
remains on top of the threshold since according to Fig. 6.c and d, the
estimated phase angle remains constant due to similarity in the shape of
the derivation to a sinusoidal function. Additionally, according to
Fig. 7.b, for the saturated fault current scenario, the DCI remains well
beyond the threshold in unsaturated interval and goes under threshold
just about 2 ms after the instant when the current signal becomes dis-
torted. The estimated phase angle in Fig. 7.d demonstrates why DCI
crosses the threshold after saturation occurrence (S.O). It should be
noted that saturation time given in Fig. 7.b is the saturation time that
the proposed DCI is determined and it is 2 ms after S.O.

As can be seen in Figs. 6 and 7, both SHR and the proposed method
offer appropriate marginal distances to the threshold and both methods
have successfully operated on fault currents (i.e., ensured security).
However, the difference between the SHR and KI is that the proposed
method has reached the authenticated value after about 5 ms while the
delay corresponding to the SHR is about 20 ms.

4.3. Internal fault with inrush currents

Effectiveness of the proposed method for transformer energization
with an internal fault incident is shown in Fig. 8. As can be seen, the
DCI remains on top of the threshold (red dashed line). Note that during
transformer energization with internal fault, the voltage across the
magnetization branch of the power transformer in the faulty coil is not
allowed to increase similar to unfaulty coils. As a result, the current
waveform in the faulty coil is more similar to the fault current than the
inrush current. Therefore, the DCI value remains well above the
threshold. As can be seen in Fig. 8, the SHR method provides an un-
stable output and it takes about 3.5 cycles for the relay to identify the
signal as the fault current. In other words, the SHR in such circum-
stances fails with no expected operation for 3.5 cycles (i.e., compro-
mised security). However, the proposed method has reached the au-
thenticated value in about 12 ms (i.e., ensured security).

4.4. Performance evaluation through experimental data

In order to further evaluate the performance of the proposed
method with experimental data, a set-up including a single-phase
transformer bank with the specifications of 2 kVA, 220 V:100 V, 50 Hz

(a) (b) 

(c) (d) 

(e) (f) 
Fig. 7. Evaluating the performance of the proposed algorithm for fault current with CT saturation: (a) current signal, (b) disturbance classification index, (c) scaled
current signal and its derivation, (d) estimated phase angle through the derivation of the current signal, (e) second harmonic restrain method, (f) proposed method.
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was provided as shown in Fig. 9. Several inrush and internal fault
scenarios were applied and recorded with a sampling rate of 4.8 kHz
and then resampled with sampling rate of 12 kHz to apply in the pro-
posed algorithm and SHR method. We here describe two scenarios.

Fig. 10 shows the performance of the proposed method in an ex-
perimental inrush current scenario. As can be seen, both the proposed
method and the SHR method have successfully identified the current
signal as an inrush current (i.e., ensured dependability). The main
difference between the SHR and the proposed method is that the latter
converges to a reliable output (KI) after about 5 ms as shown in
Fig. 10.d, while the former converges to the authenticated value after
23 ms. In cases of internal faults during transformer energization, it can
be seen in Fig. 11.c that the SHR has failed to detect the fault condition
for almost 9 cycles (i.e., compromised security) while the proposed
method converges to the authenticated value after only 5 ms with a
reliable distance to the threshold (i.e., ensured security).

Analyzing different simulated and experimental scenarios with ex-
tensive performance evaluations revealed that in comparison with the
SHR method, the proposed approach can quickly and also precisely

tackle various challenging concerns on differential protection such as
inrush with/without CT saturation, internal fault with/without CT sa-
turation, and eventually internal fault with transformer energization.
Moreover, the proposed approach can mathematically guarantee a
promising immunity against unwanted effects of decaying DC compo-
nents in power systems and due to CT transient response.

4.5. Performance of the proposed index for Y/Δ connection of power
transformer

This section discusses the performance of the proposed index for Y/
Δ connection of power transformers. To this end, the Y/Y connected
power transformer in the single-line diagram presented in Fig. 3 was
replaced with a Y/Δ connected power transformer. Several fault and
inrush scenarios were applied to the test system. In the following, three
scenarios are selected to evaluate and discuss the performance of the
proposed method.

In the first scenario, Fig. 12 shows the performance of the proposed
algorithm on an inrush current signal in which the remnant flux of the
power transformer is 30%. As can be seen in this figure, the proposed
DCI reaches below the threshold (red dashed line) just after about 2 ms
following the disturbance inception. Also, according to Fig. 12, in the
case where the remnant flux is present in the power transformer, the
SHR shows unreliable operation after one cycle. As can be seen in
Fig. 12.c, the DIT reaches the authenticated value in one cycle following
the disturbance, but in an unstable manner that results in unreliable
decision making. In comparison with SHR, KI reveals more appropriate
marginal distance to the threshold after about 5 ms.

In the second scenario, Fig. 13 shows the performance of the pro-
posed method on a fault current signal with CT saturation. As can be
seen in this figure, for the saturated fault current scenario, the DCI
remains well beyond the threshold in unsaturated interval and goes
below the threshold just about 2 ms after the instant when the current
signal becomes distorted. As can be seen in Fig. 13, the proposed
method offers appropriate marginal distances to the threshold and the
proposed method has successfully operated on fault currents. Also, a
difference between the SHR and KI is that the proposed method has
reached the authenticated value after about 5 ms while the delay at-
tributed to the SHR is about 60 ms.

(a) (b) 

(c) (d) 
Fig. 8. Evaluating the performance of the proposed algorithm for internal fault current without CT saturation (20% of the secondary winding of the power trans-
former in phase A is solidly grounded): (a) current signal, (b) disturbance classification index, (c) second harmonic restrain method, (d) proposed method.

Fig. 9. Experimental set-up including a single-phase transformer for evaluating
the performance of the proposed algorithm.
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Eventually, in the third scenario, the performance of the proposed
method for transformer energization with an internal fault incident is
shown in Fig. 14. As can be seen in this figure, the DCI remains beyond
the threshold (red dashed line). As previously mentioned, during
transformer energization with internal fault, the voltage across the
magnetization branch of the power transformer in the faulty coil does
not increase similar to unfaulty coils. Therefore, the current waveform
in the faulty coil is similar more to the fault current than the inrush
current. As a result, the DCI value remains well above the threshold.
According to Fig. 14.c, the SHR method shows an unstable output,
taking about 3 cycles for the relay to identify the signal as the fault
current. In other words, the SHR in such circumstances fails with no

expected operation for 3 cycles. On the contrary, the proposed method
has reached the authenticated value in about 6 ms.

4.6. Performance of the proposed index in the case of sympathetic inrush

This section is provided to evaluate the performance of the proposed
method during sympathetic inrush phenomenon. To this end, a power
transformer was installed in parallel with the power transformer ac-
cording to single line diagram presented in Fig. 3. Both transformers are
of Y/Δ connections, the specifications of which are given in Appendix 2.
In the following case study, T#1 is assumed in-service power trans-
former, while T#2 is the energizing transformer.

(a) (b) 

(c) (d) 
Fig. 10. Evaluating the performance of the proposed algorithm for experimental recorded inrush current: (a) current signal, (b) disturbance classification index, (c)
second harmonic restrain method, (d) proposed method.

(a) (b) 

(c) (d) 
Fig. 11. Evaluating the performance of the proposed algorithm for experimental recorded internal fault current during transformer energization (5% turn to turn of
the secondary winding): (a) current signal, (b) disturbance classification index, (c) second harmonic restrain method, (d) proposed method.
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The inrush current signals of the transformers are illustrated in
Fig. 15. a. As it can be seen in Fig. 15.b, the DCI can effectively re-
cognize the inrush current in both transformers after 2 ms. Note that the
distortions in the inrush current signal is magnified via second order
derivation. As a result, the difference between inrush and sinusoidal
function lead to variations in the estimated phase angle and as a result
K. It should be mentioned that unlike previous case studies, the value of
DCI during the sympathetic inrush scenario is near, but lower than, the
thresholds. While both KI and SHR indices have correctly identified
inrush current in 5 and 20 ms respectively for T#2, they introduce
several challenges in the case of sympathetic inrush. SHR has a delay of
3 cycles from the disturbance occurrence. As it can be seen in Fig. 16.b,
the second harmonic level during the sympathetic inrush is very low in
the first cycles and simulation results in Fig. 16.b indicate that the SHR
method reveals a poor performance. While the performance of KI in the
case of sympathetic inrush is not as good as that for the inrush cases

given in Section 4.1, the KI still can reach to an authenticated and
correct identification 19 ms after the disturbance occurrence.

4.7. Discussions on the performance of the proposed index

This section is dedicated to discussions regarding the performance
of the proposed index from the technical and computational burden
perspectives.

Focusing on the simulated inrush current signals, the delays in SHR
and the proposed method for all 625 inrush current scenarios are as-
sessed. As can be seen in Fig. 17, the delay for SHR ranges between
about 1 cycle and 5.5 cycles. Long delays belong to the hard cases such
as inrush current with CT saturation in which the second harmonic
component may become smaller so that the samples of the SHR index
are not able to remain on top of the threshold for multiple consecutive
time intervals. As discussed in [22], one approach to overcome the

(a) (b) 

(c) (d) 
Fig. 12. Evaluating the performance of the proposed algorithm for inrush current (remnant flux of the power transformer is assumed 30% of the knee point flux): (a)
current signal, (b) disturbance classification index, (c) second harmonic restrain method, (d) proposed method.

(a) (b) 

(c) (d) 
Fig. 13. Evaluating the performance of the proposed algorithm for fault current with CT saturation: (a) current signal, (b) disturbance classification index, (c) second
harmonic restrain method, (d) proposed method.
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latter issue is to re-adjust (lower) the SHT threshold which, in turn,
enhances the decision reliability, but at the cost of additional delays.
Comparing with the SHR method, the proposed approach reveals a very
fast response time with a delay between 4.4 and 16.2 ms. This is
achieved primarily due to the fact that the proposed method is centered
on the variations in a kurtosis based index, which results in a swift and
precise decision making.

Similar to the inrush current scenarios, the delays in SHR and the
proposed method are estimated in all 1140 fault scenarios. It can be
seen in Fig. 17 that the SHR method reveals a delay between 24 and
124 ms. CT saturation results in distortion introduced in the fault cur-
rent signals in a way that the second harmonic component may in-
crease, and as a result, samples of the SHR index are not able to reach
below the threshold for multiple consecutive time intervals. Compared
to the SHR method, the proposed method shows a very quick response
time with a delay between 4.6 and 17 ms.

The performance of the proposed algorithm is evaluated under high
impedance fault (HIF) incidents near the transformer terminals. For
fault resistance between (10, 100) Ohms, 460 fault scenarios have been
generated and applied to the investigated methods. As one can see in
Fig. 17, the delay of the SHR method is observed varying between 67
and 154 ms with the mean value of about 98 ms. Comparing with SHR
method, KI has a very quick response time and the time delay does not
exceed about one cycle at the worst case scenario.

Fig. 18 provides a comparison between the computational time of
the SHR and KI methods for 625 inrush scenarios, 1140 fault scenarios,
and 460 HIF scenarios. Note that the computational time is determined
following a fault initiation until the method reaches a correct decision.
Also, note that the methods have been implemented utilizing a Pen-
tium-4, 2.66 GHz processor with 2 GB RAM. As it can be seen in Fig. 18,
the computational time of the KI in the case of inrush scenarios is
higher, in the case of fault scenarios is lower, and in the case of HIF

(a) (b) 

(c) (d) 
Fig. 14. Evaluating the performance of the proposed algorithm for internal fault current without CT saturation (25% of the secondary winding of the power
transformer in phase A is solidly grounded): (a) current signal, (b) disturbance classification index, (c) second harmonic restrain method, (d) proposed method.

(b) 

(a) (c) 
Fig. 15. Performance evaluation of the proposed algorithm for inrush and sympathetic inrush scenarios in two test systems given in Fig. 3, (a) current signal, (b)
disturbance classification index (T#1), (c) disturbance classification index (T#2).
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(a) (b) 

(c) (d) 
Fig. 16. Performance evaluation of the proposed algorithm for inrush and sympathetic inrush in two test systems given in Fig. 3, (a) second harmonic restrain
method (T#1), (b) proposed method (T#1), (c) second harmonic restrain method (T#2), (d) proposed method (T#2).

Fig. 17. Comparison between response delay of the SHR and KI methods for 625 inrush scenarios, 1140 fault scenarios, and 460 high impedance fault scenarios.

Fig. 18. Comparison between computational time of the SHR and KImethods for 625 inrush scenarios, 1140 fault scenarios, and 460 high impedance fault scenarios.
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scenarios is notably lower than that for the SHR method. However, the
computational time of KI is relatively high (according to Fig. 18) since
its delay is much lower than that in the SHR method, but the compu-
tational time is almost similar to the SHR method.

Considering the robustness and speed of response in dealing with
several simulations and experimental testing of the inrush and fault
scenarios, a little higher computational burden is expected from the
proposed method.

Considering the robustness and speed of response in dealing with
several simulation and experimental set-up testing the inrush and fault
scenarios, a little higher computational burden is expected from the
proposed method.

4.8. Quantitative and qualitative comparison between the proposed method
and the Hausdorff distance-based index

This section is dedicated to discussions regarding the qualitative and
quantitative performance comparisons of the proposed index in this
paper and the Hausdorff distance based index (HDI) [39]. Recently,
authors in [39] have presented a new index based on the Hausdorff
distance which could be used to distinguish internal faults, magnetizing
inrush, and faults accompanied by CT saturation of the transformer.
HDI basically calculates the dissimilarity of the normalized current
waveform and a standard sinusoidal waveform. As stated in [39], in the
case of internal fault current, the dissimilarity is very low and the index
is close to 1. However, in the case of other disturbances (i.e. magne-
tizing inrush and faults accompanied by CT saturation of the trans-
former), the dissimilarity is high and the index goes toward zero [39].
The significant advantage of the HDI lies in its low computational
burden and fast decision making in most cases investigated in [39].
However, the HDI requires normalized current signal, i.e., at least half
cycle data is needed to find the first amplitude of the current. After that,
the HDI calculation is conducted based on the data from the first
quarter of the cycle. Comparing the proposed method and the HDI, the
proposed index requires only the first quarter of the cycle (and in some
cases even less). Moreover, during internal fault, CT deep saturation
may result in distortions in the current waveforms in less than quarter
of cycle. In such circumstances, reliable operation of the protective

algorithm in detecting the fault scenario becomes crucial. In the fol-
lowing, the performance of the HDI and the proposed method is in-
vestigated for two internal fault scenarios with deep CT saturation.
These two scenarios are previously discussed in subsections 4.2 and 4.5
for Y/Y and Y/D power transformers, respectively. It should be noted
that in the implementation of the HDI, the threshold is chosen 0.77
[39].

As it can be seen in Figs. 19 and 20, HDI reaches above the
threshold, in both cases, in less than 0.5 ms and immediately goes under
the threshold due to the deep CT saturation. In other words, in the first
quarter of the cycle following the fault inception, the HDI has no reli-
able and stable decision making. However, it can be seen in Figs. 19 and
20 that the proposed method offers reliable and stable decision making
in the first quarter of the cycle following the fault inception.

5. Conclusions

Accurate, reliable, and quick discrimination of fault and magneti-
zation inrush currents in power transformers avoids unnecessary and
potentially destructive interruptions due to differential protection mal-
operation. Centered on the kurtosis, this paper presents new quantita-
tive twofold indices for power transformer differential protection.
Mathematically described and proven, the proposed algorithm can
discriminate fault currents from inrush currents. The proposed dis-
crimination twofold indices are designed so that it operates in the un-
saturated interval of the current signals considering the decaying DC
components in the fault current of the CT transient response. We also
demonstrated how the parameter estimation process is accomplished in
unsaturated interval, and as a result, CT saturation does not affect the
performance of the proposed discrimination twofold indices. The per-
formance of the proposed method is investigated under different inrush
current scenarios without/with power transformer flux remanence,
internal fault current without/with CT saturation, and also transformer
energization with internal faults. It is observed that in most cases, the
proposed method operates in sub-cycle, while the second harmonic
restrain method needed multiple cycles for a reliable decision making.
It is observed that the proposed method offers a promising margin with
the selected threshold while in some cases, the second harmonic

Fig. 19. Evaluating the performance of the proposed algorithm on fault current with CT saturation for Y/Y-connected transformers: (a) current signal, (b) disturbance
classification index, (c) Hausdorff distance based algorithm, (d) proposed method.
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restrain method falsely violates the threshold in some samples of time,
thereby compromising the required security and dependability criteria.
The performance of the proposed method was tested based on the re-
corded experimental data. It was illustrated that the proposed method
revealed a very fast response with reliable performance compared to
the second harmonic restrain method. However, proposed method due
to comprehensiveness has more complexity which causes relatively
higher computational burden. According to the studied simulation and

experimental test results, the proposed algorithm can provide a new
reliable and robust basis for differential protection in power transfor-
mers.

Future work will be dedicated to relaxing the complexity of the
criterion in decision making and to elevate the computational effi-
ciency, which will simultaneously ensure reliable operation in the
worst-case scenarios.

Appendix1

As proven in [3], the fundamental phasor component of (1) can be assessed utilizing well-known least squares error (LSE) technique as follows:
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where, I shows the current signal samples. Also, Is and Ix show the matrices of known and unknown parameters, respectively. The number of current
samples that is needed for solving (A1.1) is represented by subscript m and it is selected equal to 12 samples.

To evaluate (A1.1), it is necessary to assess the system time constant dc. It is worth mentioning that the CT time constant CT is assumed known
[3]. The system time constant dcis calculated as follows:
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where, x t( )1 , x t( )1 , dc, dc, dc, CT , and are interim variables and calculated as follows [3]:
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(a) (b) 

(c) (d) 
Fig. 20. Evaluating the performance of the proposed algorithm on fault current with CT saturation for Y/Δ-connected transformers: (a) current signal, (b) disturbance
classification index, (c) Hausdorff distance based algorithm, (d) proposed method.
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Appendix 2

In Table A2.1, the specification of the test system provided in Fig. 3 are tabulated (See Figs. A2.1 and A2.2; Table A2.2).

Table A2.1
The specification of the test system.

Component Specifications

138 kV source R+=7.1 Ω, L+=53.99mH
R0 = 7.596 Ω, L0 = 115.45mH

13.8 kV source R+=1.4 Ω, L+=5.6mH
R0 = 1.498 Ω, L0 = 11.957mH

Power R1 = 0.908 Ω, L1 = 78.51mH
transformer R2 = 0.0091 Ω, L2 = 0.7851mH

Rc = 1.19MΩ,
Transmission line R1 = 0.3101 Ω, L1 = 2.41mH

C1 = 26.8nF, R0 = 0.1437 Ω
L0 = 11.45mH, C0 = 5.635nF

Table A2.2
Specification of the CTs.

Turn
Ratio

Mean core
length

Cross section
area

Winding
resistance

Burden

CT1 100 42.5 cm 30 mm2 2.3 Ω 10 VA
CT2 1200 106 cm 97 mm2 7.2 Ω 20 VA

Fig. A2.1. Magnetization Curve of CTs.
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Appendix 3

List of abbreviations and symbols that are used in the paper is as follows:
CT current transformer
DC direct current
DCI disturbance classification index
std standard deviation
KI kurtosis index
KSD kurtosis values based on the second order derivative current signal
Kφ kurtosis values based on estimated phase angle
KR the ratio of the KSD and Kφ
SHR second harmonic restrain
TH1 threshold value DCI
TH2 the threshold of the KI
SHRT threshold on the SHR
DIT disturbance inception time, , and
DDT disturbance detection time
FPoC first point of convergence
S.O saturation occurrence
PM Proposed Method
I1 magnitude of the fundamental component,
Idc magnitude decaying DC offset caused by the grid
ICT magnitude decaying DC offset caused by the CT
τdc time constant of the decaying DC offset caused by the grid
τCT time constant of the decaying DC offset caused by the CT
φ1 phase angle of the fundamental component
f system frequency
i“(t) second derivation
X random variable
K Kurtosis
E Expectation
ti sample time
Ta arbitrary time window
μa the mean value of i“(t)
Yi interim coefficient
σa Standard deviation corresponding to Ta

Appendix A. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.ijepes.2020.105939.
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