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Abstract: With the increasing trend in the integration and deployment of distributed energy resources, the real-time assessment
of power system transient stability is becoming more and more challenging. This study presents an enhanced sensitivity-based
decentralised transient stability assessment scheme, which first virtually decomposes the large-scale power network into several
smaller areas. Then, a new sensitivity-based scheme is developed to derive and quantify the kinetic energy-based stability
assessment index. This index allows taking into account the effects of both AC generators and power electronic-based
generator units. In addition, thanks to the new sensitivity-based scheme, the transient stability can be assessed in a
decentralised manner using only the boundary buses in each segmented area, which relaxes the need for massive data
availability and transfer across the network and enables its applicability for online applications in large-scale power systems.
Simulation results on the 48-machine IEEE 140-bus and 544-machine 2000-bus synthetic power grid test systems demonstrate
the efficacy of the proposed method.

1 Introduction
With the expanded integration and deployment of the distributed
energy resources (DERs), the real-time assessment of power
system transient stability (TS) has become more and more
challenging [1–3]. In general, TS investigates the ability to
preserve the synchronism of the generator rotor angles when a
power system is subject to a severe disturbance. In [4], it was
shown that with the increased penetration of DERs, the TS margin
decreases due to the lower system inertia [5–9].

In the past few decades, TS assessment has been investigated
extensively, where the research in this area can be categorised into
four groups: (i) time domain simulations (TDS) [10, 11], (ii)
transient energy function (TEF) [12–14], (iii) artificial intelligence
and machine learning (AI&ML) [15–17], and (iv) hybrid methods

[18–23]. In particular, the following challenges (CHs) need to be
carefully investigated: CH1 – considering the preservation of the
system structure; CH2 – considering fault-on trajectory without
post-fault data; CH3 – dealing with multiple and cascading
contingencies; CH4 –assessing the stability of the entire power
grid; and CH5 – the computational complexity. Several advantages
and disadvantages of the aforementioned methods and state-of-the-
art research are summarised in Table 1. It can be found that the
TDS is able to effectively handle CH1 and CH2, but at the cost of
extensive computational burden due to the time-consuming time-
domain simulations. Although some efforts have been made in
some literature to speed up the process [11], its computational
burden is still high as compared to other approaches, such as the
one in [21].

Table 1 Advantages and disadvantages of TS methods [10–23].
Approach Ref. CHs

CH1 CH2 CH3 CH4 CH5
TDS  [10] ✓ ✓ ✗ ✗ very high

 [11] ✓ ✓ ✗ ✗ very high
TEF  [12] ✓ ✗ ✗ ✗ high

 [13] ✓ ✗ ✗ ✗ high
 [14] ✓ ✗ ✗ ✗ high

AI&ML  [15] ✓ ✗ ✗ ✗ low
 [16] ✓ ✗ ✗ ✗ low
 [17] ✓ ✗ ✗ ✗ low

hybrid  [18] ✓ ✓ ✗ ✗ low
 [19] ✓ ✗ ✗ ✗ low
 [20] ✓ ✗ ✓ ✓ low
 [21] ✓ ✓ ✓ ✗ low
 [22] ✓ ✓ ✗ ✗ low
 [23] ✓ ✓ ✓ ✗ low
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TEF and AI&ML techniques can effectively deal with the
structure preservation when solving the dynamic equations but at
the expense of increased computational burden. Note that the TEF-
based methods [12–14] require post-fault data to complete the TS
condition assessment. This becomes challenging when considering
structure preservation for different types of generation units. Post-
fault data are also required for AI&ML-based methods [15–17],
where the accuracy relies heavily on the number of contingencies
that are utilised to construct and train the model for TS assessment.
Both CH3 and CH4 have not been fully addressed in the existing
literature. Hybrid methods [18–22] try to integrate the benefits of
each method and are mostly based on the kinetic energy; they are
designed to deal with TS assessment during fault-on and before
fault clearance, yielding more convincing results than those from
TEF and AI&ML. Note that the methods proposed in [20, 21, 23]
are designed to assess the TS recursively, reflecting the ability to
address cascade contingencies without re-simulating the entire set
of new contingencies. As a result, they are able to significantly
reduce the computational burden in the presence of cascading
contingencies. Despite the appealing characteristics of hybrid
methods, they require extensive data corresponding to all system
generating units for online TS assessment, which is hard to acquire
in practice.

While the focus in this study is on real-time assessment of TS in
large-scale power systems, it should be mentioned that some
algorithms have been developed to speed up the time-domain
simulations in power grids, such as the Kron reduction with the
diakoptics algorithm presented in [24], the waveform relaxation
approaches in [25–27], and parallel-in-time-approaches in [28–30].
In addition, the TDS based on the piece-wise solution of dynamic
system equations for large-scale power grids is addressed in [31,
32]. Although the application of parallel computing in power grid
TS analysis is focused in the literature, it can be observed that
detailed studies on real-time TS assessment considering the large
penetration of DERs have still not been fully investigated.

This study develops an enhanced sensitivity-based decentralised
TS scheme for large-scale power systems. Our contributions are
listed as follows:

• The state-of-the-art techniques for TS assessment in large-scale
multi-area power grids require data on all system generating
units at each simulation time-step, resulting in massive
computational complexity and communication requirements. In
response, the proposed method decomposes the network into
sub-networks in such a way so that the assessment in multiple
regions can be done in parallel. Hence, the decomposition
scheme is naturally tailored to fit into a simulation framework
and the communications between regions become far less
intensive. The proposed decomposition is ideally suited to
distribute the computation burden between processors that are
used in regional calculations, where each regional processor
only needs to access the network data in its own region alone.

• In each sub-network (region), local TS indices are determined
and further modified to take into account the boundary

interactions between different regions by using a new sensitivity
index. This is achieved by integrating the corrected kinetic
energy with the large change sensitivity (LCS) method. Note
that the corrected kinetic energy index developed in our
previous work [20] is extended to consider the effect of fault-on
trajectory and other power electronic-based generators in the
system.

• In [32], a framework to solve the differential algebraic equations
(DAEs) in power grids is developed for time-domain
simulations. It solves the TS problem with a reduced
computational burden, which is different from the decentralised
implementation (DCM) proposed in this study. The
commonality between the proposed method and the one
presented in [32] is that both methods advocate partitioning the
grid to several sub-networks. However, Esmaeili and Kouhsari
[32] used LCS for solving piece-wise DAEs during simulation,
while the kinetic energy and corrected kinetic energy of each
generator are updated in the proposed method based on the
sensitivity formulas.

The remaining of this paper is organised as follows: Section 2
describes the proposed approach and steps for its implementation.
Simulation results are presented and analysed in Section 3 and
Section 4 concludes the paper.

2 Proposed approach
This study aims to present a general and computationally attractive
solution to real-time TS monitoring and prediction in large-scale
power systems. The key idea is to decompose the system into
several small regions and resort to the sensitivity-based approach to
derive the TS metrics.

2.1 TS assessment method

There are only a few methods in the literature that are able to
effectively address the five CHs introduced earlier (see Table 1),
including the one effective approach presented in [21]. However, it
suffers from several critical issues as follows: (i) it does not take
into account the effects of other power electronic-based generating
units; (ii) it is still a centralised approach with significant
computational burden and communication requirements since the
TS index update needs the information of the entire power grid.
The structure-preservation characteristics considered in this
method is similar to that in [22], where the sixth-order differential
equations for synchronous generators and DFIGs are assumed. The
virtual synchronous generator (VSG) [3] is used to model the
power electronic-based generator units.

2.2 Decentralised computation

To deal with the computational complexity, this study debates a
new challenge in addition to the aforementioned ones, i.e. how to
implement a real-time algorithm for TS while reducing the data
communication requirement to solve the multi-machine differential
equations with ensured accuracy. While the proposed scheme is a
parallel processing approach from the calculation viewpoint, it is
significantly different from existing state-of-the-art methods to
solve the time-domain simulations with different cores and
processors [28, 29, 33]. The implementation details of the network
decomposition, sensitivity-based analysis, and assessment of the
TS index through the proposed decentralised scheme are discussed
below.

2.2.1 Block bordered diagonal form (BBDF): The BBDF
concept is widely used to characterise a large matrix into a set of
several smaller matrices [33] and is used here to decompose a large
interconnected power network into several smaller areas. As shown
in Fig. 1, the admittance matrix of a large interconnected power
network is decomposed into n areas, which are connected to ideal
electrical switches (H). Note that the interconnected network is
geographically and virtually decomposed so that the areas can be
reconnected when ideal switches are closed. Thus, decentralised

Fig. 1  Decomposition of large interconnected power network into smaller
areas by BBDF method
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processing is possible when the ideal switches are open. After
solving the equations separately in each area, the simulation results
must be further tuned to account for the effects of other areas. We
show in this study that only boundary data are needed to achieve
this, where, in particular, the sensitivity analysis-based method is
proposed as described below.

2.2.2 Proposed sensitivity analysis approach under
decentralised computation: For a large-scale power system, the
TS assessment is challenging due to the following reasons:

• The contingencies from neighbouring regions may significantly
affect the local power system.

• It is difficult to perform a detailed modelling of the dynamic
equations for external power grids since the assessment becomes
very time-consuming.

For centralised TS assessments, a set of DAEs of the power system
can be generally expressed as follows:

ż = g(z, V)
I(z, V) = YV

(1)

where V, I, and Y denote the vectors of voltages, the injected
current, and the admittance matrix of the power network,
respectively. z includes dynamic variables, such as rotor angle,
rotor speed etc. For a DCM, it is assumed that in a power system
with r number of different regions, the set of DAEs is expressed as
follows:

ż1 = g1(z1, V1), I1(z1, V1) = Y1V1

ż2 = g2(z2, V2), I2(z2, V2) = Y2V2

⋮
żr = gr(zr, Vr), Ir(zr, Vr) = YrVr

(2)

To solve the aforementioned problem, a decentralised framework is
developed with the following three stages:

Stage 1 (H = 0): The solutions of dynamic equations in each
region at each time step are calculated when the ideal switch is
open. As shown in Fig. 1, the areas of a large interconnected power
network are connected together via an ideal switch (H) and through
their boundary buses. The switch is open when H = 0 and it is
closed when H = 1. Therefore, the Jacobin matrix of the system
equations is formulated for the LCS analysis [34] as follows:

∂ψ(σk)
∂σ =

∂ψ1

∂σ1
Φ1

∂ψ2

∂σ2
Φ2

⋱ ⋮
∂ψs
∂σs

Φs

H ⋅ Φ1
t H ⋅ Φ2

t ⋯ H ⋅ Φs
t H − 1 ⋅ I

(3)

where [ψs]n × m is the Jacobin matrix of the DAEs in each area, σs
are the independent variables of the system, such as voltage or
current in the boundary buses, [Φs]n × m represents the connections
between the smaller areas, and [I]m × m is the identity matrix.
Accordingly, the system Jacobin matrix can be expressed in (4)
when all switches are open (H = 0) and the state matrix of the
system is separately solved for each region as follows:

ψ0 = ∂ψ(σk)
∂σ H = 0 =

∂ψ1

∂σ1
Φ1

∂ψ2

∂σ2
Φ2

⋱ ⋮
∂ψs
∂σs

Φs

0 0 0 0 −I

(4)

Stage 2 (H = 1): To take into account the effects of interactions
between different areas, all ideal switches are closed (H = 1) in
Stage 2. Therefore, the system Jacobin matrix is rewritten as
presented in (5)

ψ = ∂ψ(σk)
∂σ H = 1 =

∂ψ1

∂σ1
Φ1

∂ψ2

∂σ2
Φ2

⋱ ⋮
∂ψs
∂σs

Φs

Φ1
t Φ2

t Φs
t

(5)

In this state, owing to the voltage differences at the boundary
buses, the exchange currents (ieψ) between the areas are assessed.
As shown in [34], the dynamic solutions in Stage 1 and the new
state matrix of the system should be modified at each time step of
simulation as presented in (6)–(8). The new state matrix of the
system with state variables (such as rotor angle, exciter voltage,
and the other dynamic variables of the system) is then found in (6).
Calculation in (6) is straightforward with a low-computational cost
because recalculating the inverse of the network matrix is not
necessary. Therefore, separate calculations of state variables for
each area are achieved via (9)

ξ1

ξ2

⋮
ξs

ξs + 1

=

ξ10

ξ20

⋮
ξs0

0

−

∂ψ1

∂σ1

−1 ∂ψ1

∂σ1

−1

Φ1

∂ψ2

∂σ2

−1 ∂ψ2

∂σ2

−1

Φ2

⋱ ⋮
∂ψs
∂σs

−1 ∂ψs
∂σs

−1

Φs

0 0 0 0 −I

0
0
⋮
0
Ieξ

ηi m × 1

(6)

ηi m × 1 = σi m × m
−1 × μi m × n × ξi

0
n × 1

= ∑
i = 1

s
Φi

t ∂ψl
∂σi

−1

Φi
m × m

−1

× μi m × n × ξi
0

n × 1

(7)

μi m × n = Φ1 m × t1 Φ2 m × t2 ⋯ Φs m × ts Im × m m × n′ (8)

ξi = ξi0 − ∂ξi
∂σi

−1

Φi μi (9)

In the following, the TS index of the system and generators will be
modified utilising the proposed sensitivity analysis.
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Stage 3: This stage is dedicated to performing a sensitivity
analysis on kinetic energy so as to estimate the TS margin of the
system and generators via corrected kinetic energy. The kinetic
energy of generators and the system is modified while the network
state variables are changed by closing ideal switches between the
areas. This, in turn, yields

∂Kgi
∂αk

= 1
2 × mi × ∂(ϖi

2)
∂αk

(10)

where Kgi is the kinetic energy, ϖi is the inertia momentum, αk is
the rotor speed related to each generator, αk is the dynamic variable
of the system, which is changed after closing the ideal switches.
The dynamic equation of ϖi is based on the network preserving
model. Formally, (11) holds

Mi
∂ω̇i
∂αk

= − Di
∂ωi
∂αk

+ ∂Pmi
∂αk

− ∂Pei
∂αk

(11)

Note that for the stable equilibrium point of the system, the
derivation of dynamic variables, including generator acceleration,
is zero [35–37]. Hence, (∂ω̇i/∂αk) is zero and (∂ωi/∂αk) can be
calculated via (12)

0 = − Di
∂ωi
∂αk

+ ∂Pmi
∂αk

− ∂Pei
∂αk

→ ∂ωi
∂αk

= 1
Di

∂Pmi
∂αk

− ∂Pei
∂αk

(12)

According to (12), it is essential to calculate (∂Pei/∂αk) for
synchronous generators, DFIGs, and power electronic-based
generators. The mathematical equations of Pe for such units are
expressed in (13)–(15), respectively [2, 3, 19]

Pei = 1
x′di

E′qiVisin(δi − θi) + 1
x′qi

E′diVicos(δi − θi)

+ x′di − x′qi
2x′dix′qi

Vi
2sin[2(δi − θi)]

(13)

Pei = 1
x′E′Visin(δi − θi) (14)

Pei = 1
xVSG

EVSG′ Visin(δi − θi) (15)

In (13) and (14), E′ and x′ are the transient internal voltage and
transient reactance, respectively. For synchronous generators,
subscript q and d represent the quadrature and direct axis,
respectively. For a power electronic-based generator, xVSG is the
impedance of the filter reactor. EVSG′  is the transient internal
voltage. In addition, subscript VSG denotes the virtual
synchronous generator. According to (13)–(15), (∂Pei/∂αk) and the
sensitivity of the corrected kinetic energy of the generators and the
system are modified at each time step of simulation by (16)–(18),
respectively

∂Pei
∂αk

= 1
x′di

∂E′qi
∂αk

Visin(δi − θi) + 1
x′di

E′qi
∂Vi
∂αk

sin(δi − θi)

+ 1
x′di

E′qiVi
∂δi
∂αk

− ∂θi
∂αk

cos(δi − θi)

+ 1
x′qi

∂E′di
∂αk

Visin(δi − θi) + 1
x′qi

E′di
∂Vi
∂αk

sin(δi − θi)

− 1
x′qi

E′diVi
∂δi
∂αk

− ∂θi
∂αk

sin(δi − θi)

+ x′di − x′qi
2x′dix′qi

2∂Vi
∂αk

Visin[2(δi − θi)]

+2 x′di − x′qi
2x′dix′qi

Vi
2 ∂δi

∂αk
− ∂θi

∂αk
cos[2(δi − θi)]

(16)

∂Pei
∂αk

= 1
x′

∂E′
∂αk

Visin(δi − θi) + 1
x′E′∂Vi

∂αk
sin(δi − θi)

+ 1
x′E′Vi

∂δi
∂αk

− ∂θi
∂αk

cos(δi − θi)
(17)

∂Pei
∂αk

= Vi
x′VSG

∂E′VSG
∂αk

sin(δi − θi) + E′VSG
x′VSG

∂Vi
∂αk

sin(δi − θi)

+ 1
x′VSG

E′VSGVi
∂δi
∂αk

− ∂θi
∂αk

cos(δi − θi)
(18)

2.2.3 Calculating stability index (SI) for each generator and
the entire system: In [19], a TS index is proposed which uses the
kinetic energy and critical kinetic energy of each generator to
calculate the TS margin for each generator. This study suggests
utilising corrected critical kinetic energy to define the SI as
follows:

SI(t)generator, i =

Kg
i (t)

Kg
crit, i(t)

: t ∈ Fault duration

Kg
i (t)

2Kg
crit, i(t)

: t ∉ Fault duration

i = 1, 2, …, n;

(19)

where Kg
i (t) and Kg

crit, i(t) are the kinetic energy and corrected
critical kinetic energy for generator i. To calculate SI for the power
system, the mathematical expressions of SI for the system and each
generator are the same except for the fact that SI for the system
utilises Keq

crit as stated in (20)

SI(t)system =

Keq(t)
Keq

crit(t)
: t ∈ Fault duration

Keq(t)
2Keq

crit(t)
: t ∉ Fault duration

(20)

In [38], it is mentioned that during a disturbance, the kinetic energy
of all generating units does not contribute to the system instability.
Therefore, it is essential to calculate effective critical corrected
kinetic energy for the entire system. According to [19], the
corrected critical kinetic energy is calculated as follows:

MSDG = ∑
i = 1

n
Mi; i ∈ SDG

MLDG = ∑
i = 1

n
Mi; i ∈ LDG

Meq = MSDG × MLDG
MSDG + MLDG

(21)

ωSDG
crit =

∑i = 1
n Miωi

crit

∑i = 1
n Mi

; i ∈ SDG

ωLDG
crit =

∑i = 1
n Miωi

crit

∑i = 1
n Mi

; i ∈ LDG

ωeq
crit = ωSDG

crit − ωLDG
crit

(22)

Keq
crit = 0.5 × Meq × (ωeq

crit)2 (23)

As suggested in [38], and in order to take into account the
participation of the kinetic energy of the system generators during a
fault, the generators are categorised into two groups, namely
severely disturbed generator (SDG) and less disturbed generator
(LDG). More information regarding SDG and LDG can be found
in [38].
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3 Simulation results and discussion
In order to evaluate the performance of the proposed method,
several case studies are conducted on the 48-machine IEEE 140-
bus and 544-machine 2000-bus synthetic power grid test systems.
For cases 1 to 3 that are investigated on the IEEE 140-bus test
system, it is assumed that the test system is geographically
decomposed into three sub-networks. The generators in each area
are listed in Table 2 and the test system in each area includes four
doubly-fed induction generator (DFIG)-based wind farms with the
total 100 MW active power capacity, four photovoltaic (PV) farms
with a total 50 MW active power capacity and three
superconducting magnetic energy storage (SMES) units with a total
50 MW active power capacity. 

3.1 Case 1: performance evaluation under single-order and
multi-order contingency scenarios

To investigate the performance of the proposed method under a
single contingency scenario, a three-phase fault is applied to bus 29
at t = 1 s and cleared at t = 1.27 s. The fault duration is randomly
selected in this case. As can be seen in Fig. 2a, the rotor angles in
G14, G19, G28, G37, and G48 appear unstable between 1.2 and
1.5 s after fault instant, while G1, G5, G13, and G28 remain stable. 
The instability prediction time (IPT) is defined as the duration of
time following the fault inception when the SI for a particular
generator comes very close to 1. The rotor angle instability time
(RAIT) is defined as the duration of time following the fault
inception when a generator rotor angle becomes >180° (or <
−180°). According to Fig. 2b, IPTs for G14, G19, G28, G37, and

G48 are 0.212, 0.238, 0.223, 0.192 and 0.201, respectively, while
the RAIT for G14, G19, G28, G37 is 1.22 s and for G48 is 1.54 s.
Comparing the IPT and RAIT for each generator, it is clear that the
proposed method can anticipate the stability condition of the
system generators faster than the TDS method. The reason lies in
the fact that the proposed method is able to calculate and update
the critical corrected kinetic energy in each step of the simulation.
The latter enables us to effectively estimate the stability margin of
each generator. In addition, the SI of the entire power system
anticipates the stability margin of about 63% and it shows that
although five system generators experience instability, the kinetic
energy of the entire system still holds a 37% margin from the
equivalent critical kinetic energy. In other words, the entire system
remains stable from the TS point of view. It is worth mentioning
that except for the nine generators that are illustrated in Fig. 2, the
other 37 generators contribute to the SI.

Since the proposed method recursively assesses the system
stability performance, it enables studying the system conditions
under multiple-order contingency scenarios. In order to
demonstrate this feature, a three-phase fault is applied on bus 109
at t = 1 s and cleared at t = 1.35 s. Following the fault clearance,
the lines between buses 16 and 17, 57 and 70, and 114 and 117 are
disconnected at t = 15 s. Subsequently, a three-phase fault is
applied on bus 109 at t = 20 s and cleared at t = 20.35 s. Fig. 3a
displays the rotor angle in this multiple-contingency scenario. It
can be found that the rotor angles of the most critical generators
remain stable following the first fault scenario. However, after
three line outages, generators G4, G30, G31, G32, G33, and G36
become unstable. This observation is confirmed from the SI shown

Table 2 The generators within each area: IEEE 140-bus test system
area 1 G1, G2, G3, G4, G5, G6, G7, G8, G9, G27, G28, G29, G30
area 2 G10, G11, G12, G13, G14, G15, G16, G17 G18, G19, G20, G21, G22, G23, G26, G31, G33, G34, G35, G36
area 3 G24, G25, G32, G37, G38, G39, G40, G41,G42,G43,G44,G45,G46,G47,G48
 

Fig. 2  Performance evaluation of the proposed method under a three-phase fault applied on bus 29
(a) Rotor angles of the most critical generators in each area, (b) Stability indices of generators and the entire power system
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Fig. 3  Performance evaluation of the proposed method under multi-contingency scenario
(a) Rotor angles of the most critical generators in each area, (b) Stability indices of the generators and the entire power system, (c), (d) Stability indices of generators and the entire
power system before and after the line outage, respectively
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in Fig. 3b for each generator. From Fig. 3c, one can observe that
before the line outages, the SI of each system generator and that of
the entire power grid are <1, reflecting the fact that the kinetic
energies of the system generators are sufficient in this scenario.
Following the line outages, however, the critical kinetic energies of
the system generators change and, accordingly, the generators G4,
G30, G31, G32, G33, and G36 become unstable. As shown in
Fig. 3d, the IPTs of generators G4, G30, G31, G32, G33, and G36
vary between 0.19 s and 0.26 s, while the RAITs range between
0.94 and 1.37 s. Comparisons of the IPTs and RAITs under the
studied fault scenario and following multiple line outages show
that the SI predicts the instability of generators G4, G30, G31,
G32, G33, and G36 well earlier than when the rotor angles actually
reach 180°. Note that the power grid SI shows almost a stable
condition even after the second fault, but as can be seen in Fig. 3b,
the instability margin is reduced following line outages. Both
scenarios demonstrate that the proposed method is able to predict
and swiftly track the stability margin of each system generator and
the entire power system under contingency scenarios.

3.2 Case 2: investigating the impact of structure-preserving
on the SI

This case study is presented to investigate the effects of the
structure-preserving criterion on the improvements in the TS index.
Increasing penetration of PV generations as well as energy storage
systems significantly affects the total system inertia, as well as the
level of critical potential and kinetic energy in power grids [3]. To
this end, a three-phase fault is applied on bus 126 with a fault
duration of 0.15 s. The rotor angles of all generators are given in
Fig. 4a, where it is clear that all generators remain stable following
the fault clearance. The key point in calculating the SI is to find
critical corrected kinetic energy that is able to capture the effects of
fault-on trajectory, controllers of generators as well as
contributions of all effective generators. According to Fig. 4b, the
SI calculated through the first method (M1) in [20] is near 60%. It
should be noted that M1 does not consider the fault-on trajectory in

the calculation process of the critical corrected kinetic energy. The
second method (M2) proposed in [22] captures the effects of
synchronous and induction-based generators. By contrast, the
proposed method, namely the third method (M3), takes into
account synchronous and induction-based generators and power-
electronically connected generators. Since M2 and M3 consider
additional details as compared to M1, the stability indices by M2
and M3 are more accurate.

3.3 Case 3: computational efficiency assessment in
IEEE140-Bus test system

The computational efficiency of the proposed method is evaluated
from two aspects. First, the evaluation is conducted by comparing
three different implementations, namely (i) the proposed method
with DCM, (ii) centralised version of the proposed method (CM)
and (iii) time domain simulation method (TDS). The second
evaluation concentrates on the performance of the DCM in TS
assessment accuracy and computational complexity. In particular,
the performance of the DCM is compared with that of the TDS and
[21]. The total simulation time in each case study given in Tables 3
and 4 is assumed to be 10 s. 

According to Table 3, it can be concluded that:

• The CPU-time corresponding to the instability estimation using
the TDS method varies from 11 to 50 s. The TDS method
utilises integration to assess instability time. Based on the fault
severity, a fault scenario may result in first swing rotor angle
instability. Therefore, the instability time is affected by fault
severity and the CPU-time significantly varies accordingly.
Except for fault severity, the size of the network has a
significant influence on the estimated time of stability as the
number of DAEs of a multi-machine system is large to solve.

• In comparison with the TDS method, the CM and DCM
schemes have a notable difference in instability time estimation
as well as the CPU-time. This significant difference is mainly
due to the fact that, in contrast with the TDS method, both CM

Fig. 4  Performance evaluation of the proposed method subject to multi-contingency fault scenario handled with different methods
(a) Rotor angles, (b) Stability indices of the entire power system
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and DCM schemes utilise only fault-on data for TS assessment.
As a result, CM and DCM are able to estimate the instability
time of generators even earlier than the fault clearance, which
clearly highlights their ability for real-time applications. On the
other hand, the CPU-time corresponding to the CM method is
higher than that for the DCM. For instance, according to Table 3
for a fault at bus 22, the instability time 1.195 s is achieved with
1.481 s and 0.5133 s CPU-time for CM and DCM methods,
respectively. The DCM resulted in a more promising
computational efficiency than the CM even when the same
algorithm for TS assessment is utilised.

• In all scenarios, the TDS method has a total CPU-time in the
range of 83–85 s. Compared to the TDS method, the CM has a
near real-time behaviour with the CPU-time varying around 12 
s. The DCM has significantly improved the total CPU-time,
yielding 4.7 s thanks to the proposed DCM scheme.

On the other hand, we can draw the following conclusions from
Table 4:

• Under different fault locations, it is observed that except for the
faults at buses 43 and 92, the method in [21] anticipates a wrong
first unstable generator, while the DCM achieves consistent
results with the TDS method. This is because the DCM method
ensures the network structure-preserving criterion for
synchronous machines and PVs with the concept of VSG, which
is not the case for the method in [21].

• Both DCM and the method in [21] are able to anticipate
generator instability earlier than fault clearance, except for the
fact that in most cases, Tajdinian et al. [21] identified the wrong
unstable generator. Comparing the estimated time of instability
with DCM and TDS methods, it is observed that the DCM
provides very fast anticipation of the unstable generators. This is
because the DCM only utilises during-fault data in its analytical
assessment process, while the TDS method identifies unstable
generators when the corresponding rotor angle reaches ±180°.

• Regarding the CPU-time, it can be concluded that the DCM
provides a relatively low-computational burden as compared to
the other methods.

In summary, the DCM is able to provide accurate TS results with a
low-computational burden for even large and complex power
systems, making it an attractive choice for online applications and
real-time decision-making.

3.4 Case 4: computational efficiency assessment in the
2000-bus synthetic power grid

Similar to case 3, the computational efficiency of the proposed
framework is evaluated on the 544-machine 2000-bus synthetic
power grid [39]. The transmission grid contains 500, 230, 161, and
115 kV voltage levels. More details on the generator types and
topology of each area are given in [39]. It is assumed that the
studied test system is geographically decomposed into eight areas.

Table 3 Performance evaluation of three different implementations in the IEEE 140-bus test system
Method Faulted bus# Time of fault

initiation
Time of fault

clearance
First unstable

generator
Estimated time

of instability
CPU-time for

estimating
instability

CPU-time of
simulation

TDS 22 1 1.34 G18 6.10 50.76 83.21
CM 1.195 1.48 12.34
DCM (PM*) 1.195 0.513 4.311
TDS 34 1 1.42 G24 1.420 11.89 83.86
CM 1.284 1.601 12.44
DCM (PM*) 1.284 0.5712 4.57
TDS 120 1 1.73 G32 1.70 14.342 84.25
CM 1.44 1.799 12.52
DCM (PM*) 1.44 0.674 4.71
 

Table 4 Comparison with the state-of-the-art methods in the IEEE 140-bus test system.
Method Faulted bus# Time of fault

initiation
Time of fault

clearance
First unstable

generator
CCT Estimated time of

instability
CPU-time for

estimating instability
TDS 43 1 1.23 G26 0.21 4.38 38.71
 [21] G26 0.226 1.226 1.385
DCM (PM*) G26 0.221 1.221 0.461
TDS 65 1 1.37 G37 0.345 2.394 22.64
 [21] G29 0.294 1.294 2.601
DCM (PM*) G37 0.361 1.361 0.614
TDS 84 1 1.46 G12 0.415 1.984 47.94
 [21] G23 0.437 1.437 1.37
DCM (PM*) G12 0.424 1.424 0.533
TDS 92 1 1.52 G35 0.514 5.26 38.97
 [21] G35 0.506 1.506 1.61
DCM (PM*) G35 0.518 1.518 0.624
TDS 100 1 1.42 G25 0.408 2.367 41.98
 [21] G13 0.368 1.368 1.587
DCM (PM*) G25 0.411 1.411 0.349
TDS 105 1 1.28 G36 0.264 3.61 52.91
 [21] G7 0.27 1.27 1.31
DCM (PM*) G36 0.259 1.259 0.43
TDS 117 1 1.39 G41 0.375 2.49 49.51
 [21] G27 0.361 1.361 1.65
DCM (PM*) G41 0.369 1.369 0.397
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In each area, about 10% of generators are replaced with DFIG, PV,
and SMES with the same generation capacity. Similar to the
previous case study, the computational efficiency of the proposed
method is compared with the CM and TDS methods. It should be
mentioned that the TDS method in this investigation is
implemented in a decentralised manner as suggested in [32]. The
numerical results are tabulated in Table 5.

The total simulation time in each case study is assumed to be
10 s.

We can observe from Table 5 that the DCM method has the
smallest CPU-time for instability assessment and total time
simulation as compared to [32] and CM methods. It is worth
mentioning that the decentralised calculation in [32] has resulted in
reduction of the CPU-time compared to the TDS method presented
in Table 3. Similar to Table 3, the estimated times of system
instability for both CM and DCM methods are similar, which
validates the effectiveness of the DCM. It can also be found that
the proposed method reveals less calculation time than that of
simulations (total CPU-time is up to 8 s). However, for other
methods, the CPU-time is larger than that of simulations. As a
result, from the CPU-time point of view, the proposed method can
be applied in real-time applications. On the other hand, all
simulations are performed on a personal computer. If more
computers that are powerful are used, additional saving on the
computing time can be achieved.

4 Conclusion
This study proposes a decentralised sensitivity-based scheme for
real-time evaluation of TS in large-scale multi-area power grids
with different power generation sources. The key idea is to
decompose the large-scale network into several small areas and
separately assess the TS in each area. This is achieved by
developing a new sensitivity-based scheme and the corrected
critical kinetic energy index. In addition, the effects of both AC
generators and power electronic-based generator units on TS
indices are considered. According to the presented case studies,
one can conclude that the proposed method is able to monitor,
predict, and track the stability condition of each generator and the
entire power grid in the presence of various power generation
sources. Comparison results with the state-of-the-art methods show
that the TS index calculated using the proposed method is further
accurate and computationally attractive than its competitors.
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