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Abstract

Electric Power Grid Resilience Against Electromagnetic Pulse (EMP) Disturbances

Electromagnetic pulse (EMP) disturbances have been received, along with other cyber

and physical attacks, as a potential threat to modern digitized power grids and the national

security. While the EMP attacks are not lethal to human being, they bring extremely harmful

and unrecoverable damages to electronics. Irrespective of the type of the EMP attacks,

either nuclear or nonnuclear, EMPs are considered among the high-impact low-probability

(HILP) weapon of mass destruction (WMD) and weapon of mass effect (WME) events.

While such severe events cause electronics melt down with prolonged and extensive electric

outages, the conventional reliability view is insufficient to coping with such challenges on the

modern power systems. The detection technology on such weapons is in lack of advanced

developments and the attack forewarning is extremely hard to predict. Therefore, detection

techniques, modeling frameworks, and mitigation plans against which is a necessity to

ensure and further improve the resilience of the power grids against such HILP events.

This thesis firstly focuses on investigating damages caused by EMP attacks of different

patterns and realizations. Individual component in power grids such as coaxial wires

and transmission towers will be analyzed under EMP attack scenarios to evaluate their

vulnerability and electromagnetic compatibility (EMC). Grid scale system vulnerability to

EMP threats is next pursued on various networks of different size and complexity such as

4-bus, 150-bus, and 2000-bus systems. Eventually, some protection and mitigation plans

against EMP attacks will be studied, where simulations support the protection effectiveness

and resilience in power grids against EMP attacks.
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Chapter 1: Introduction

1.1 Problem Statement

In the recent years, more frequent realization of the high-impact low-probability (HILP)

hazards and catastrophe have resulted in prolonged electricity outages, excessive equipment

damages, and even more severe economic loss and disruptions in our modern society [4–6].

The HILP events include two categories of external events that may hit the power grid at

anytime and anywhere: (i) natural disasters, such as hurricanes, earthquakes tornadoes,

windstorms, wildfires, ice storms, etc [7–18]; (ii) man-made disasters, such as cyber attacks

or physical attacks on power system infrastructure [19–22].

Table 1.1: Statistics of Outage Events in the U.S. Between 1984-2006 [23]

Weather-Related Power Outages and Electric System Resiliency 
 

Congressional Research Service 3 

Table 1. Large Blackouts in the United States 
Statistics for Outage Cause Categories 

% of Mean size Mean size in
events in MW customers

Earthquake 0.8 1,408       375,900       
Tornado 2.8 367          115,439       
Hurricane/Tropical Storm 4.2 1,309       782,695       
Ice Storm 5 1,152       343,448       
Lightning 11.3 270          70,944         
Wind/Rain 14.8 793          185,199       
Other cold weather 5.5 542          150,255       
Fire 5.2 431          111,244       
Intentional attack 1.6 340          24,572         
Supply shortage 5.3 341          138,957       
Other external cause 4.8 710          246,071       
Equipment Failure 29.7 379          57,140         
Operator Error 10.1 489          105,322       
Voltage reduction 7.7 153          212,900       
Volunteer reduction 5.9 190          134,543        

Source: Trends in the History of Large Blackouts in the United States, http://www.uvm.edu/~phines/publications/
2008/Hines_2008_blackouts.pdf. 

Notes: Totals are greater than 100% because some events fall into multiple initiating-event categories.  

According to the Vermont study, almost 44% of the events in the period were weather-related 
(i.e., caused by tornado, hurricane/tropical storm, ice storm, lightning, wind/rain, or other cold 
weather). The study noted that the data include many events smaller than the NERC reporting 
threshold. It also noted that some of the reported events have “multiple initiating” causes, since 
some events (such as lightning) can trigger other outages or operator errors. 

A 2004 study6 by Lawrence Berkeley Laboratory (LBL) looking at power interruptions 
characterized power outages as being of short duration lasting less than five minutes, and 
sustained duration outages7 lasting longer than five minutes (and extending to hours or days). 
Power outages caused by storm-related events can vary in duration but tend to be sustained 
disruptions. The study noted that weather-related events are not always captured in power outage 
data.8 

The U.S. Department of Energy (DOE) maintains its own database of grid disturbance events.9 A 
recent analysis10 by LBL’s Evan Mills of the DOE database shows an increasing number of 
                                                 
6 Kristina Hamachi LaCommare and Joseph H. Eto, Understanding the Cost of Power Interruptions to U.S. Electricity 
Consumers, Ernest Orlando Lawrence Berkeley National Laboratory, September 2004, http://certs.lbl.gov/pdf/
55718.pdf. 
7 Per the definition of a “sustained interruption” used by the Institute of Electrical and Electronics Engineers (IEEE). 
Guide for Electric Power Distribution Reliability Indices, No. 1366. 
8 “… widespread power losses resulting from major natural events (primarily storms but also hurricanes and 
earthquakes) are sometimes not included in the same data categories as more routine power losses. As a result, power 
losses from natural events are not always included in data used for cost estimates.” LaCommare and Eto, op. cit., p. 5. 
9 U.S. Department of Energy, Energy Information Administration, Form OE-417. See http://www.eia.gov/cneaf/
electricity/page/disturb_events.html. 
10  Evan Mills, Extreme Grid Disruptions and Extreme Weather, Lawrence Berkeley National Laboratory, U.S. Disaster 
(continued...) 

Table 1.1 shows the statistics of 933 electric outage events, reported by the North

American Electric Reliability Corporation (NERC), between 1984 to 2006 [23]. Extreme

weathers and natural disasters have relatively low frequencies, but a greater impact on the

electric power supply and a larger size of the affected electricity customers, among the

1



introduced outage cause categories.

Different from other types of HILP events a power grid may be vulnerable to, a weapon of

mass destruction (WMD) is a type of weapon inflicting mass casualties and/or destroying or

rendering high-value assets as useless. Typical WMD include chemical, biological, nuclear,

and radiological weapons. This became painfully true from the 9/11 attacks [24]. The term

weapon of mass effect (WME) describes the human reactions and events surrounding the

use of a WMD that may result in limited, no casualties or physical damage on human. The

mass effects may be sensationalized media reporting, panic, and social and political change

after WMD is used [21, 24].

Electromagnetic pulse has recently attracted a lot of attention from the society and the

national homeland security department. Electromagnetic pulse abbreviated as EMP, is a type

of weapon that fall into the category of HILP events, WMD, and WME mentioned above.

EMP is a set of burst of electromagnetic radiations generated by a rapid explosion. Broadly

defined, an EMP is any transient burst of electromagnetic energy, with a very sharp leading

edge building up quickly to a maximum level. Its frequency ranges from direct current (DC),

zero Hz, to some upper limits depending on the source [21, 25, 26]. Characterized by their

magnitudes, frequencies, footprint, and type of energy, there are many different types, such

as static electricity sparks, interference from nuclear EMP and non-nuclear EMP weapons,

gasoline engine sparks, lightning, electric switching, and geomagnetic disturbances (GMD)

caused by solar corona mass ejections (CME) [27], [28].

The EMP is, in fact, an electromagnetic shock wave [29]. This pulse of energy produces

a powerful electromagnetic field, particularly within the vicinity of the weapon burst. The

field can be sufficiently strong to produce short lived transient voltages of thousands of

volts on exposed electrical conductors, such as wires or conductive tracks on printed circuit

boards, where exposed. It is this aspect of the EMP consequence which is of military

concern, as it can result in irreversible damages to a wide range of electrical and electronic

equipment, particularly computers, radios, or radar receivers. Subject to the electromagnetic

2



hardness of the electronics, a measure of the equipment’s resilience to this effect, and the

intensity of the field produced by the weapon, the equipment can be irreversibly damaged or

in effect electrically destroyed. The damage inflicted is not unlike that experienced through

exposure to close proximity lightning strikes, and may require complete replacement of the

equipment, or at least substantial portions thereof.

The first found of EMP related project is the discovery of Compton Effect. In 1925,

Physicist Arthur H. Compton found unexpected electromagnetic radiation during the study

of the nuclear reaction, laying the foundation for its use as an offensive weapon [30]. To

nuclear EMPs, there can be found two real nuclear damage incidents in history. In 1961, The

Soviet Union hosted an air-explosive nuclear test at an attitude of 35 km over the Novaya

island. It was unexpected that the hydrogen bomb not only destroyed almost everything near

the explosion, but also caused an impact on electronic systems thousands of kilometers away.

Communication systems around that area were interrupted, and the military equipment on

the island could not function for a year [30]. In 1962, The United States tested a 1.4 million

tons hydrogen bomb over the middle of Pacific Ocean. It radiated a huge amount of gamma

rays, damaging the oxygen and nitrogen in that area, and releasing huge amount of electrons.

The weapon damaged the Hawaiian street lamp which was 3,000 kilometers away. Even the

radio navigation system that far away in Australia was in chaos for 18 hours [30].

Much of the knowledge and understanding of the EMP threat is based upon testing a

prior generation of devices and components, some of which are being replaced with newer

technologies that have not been yet adequately tested and protected against EMP impacts.

Therefore, a full analyses of the impacts caused by various types of EMP attacks and an

estimate of the power system economical and physical losses in facing such threats are

becoming necessary and urgent. In the mean time, the task of enhancing power system

resilience against such modern attack mechanisms should also be on the federal, industrial,

and academic agenda.
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1.2 On The Concept of Resilience

Unlike the widely adopted terminology "reliability" in many traditional principles, power

system resilience is an emerging concept and its definition is unclear and unfocused thus far;

nonetheless, the definition has a common comprehension. "Resilience" and "Reliability"

seem to have a similar but essentially distinct meanings. The key characteristic difference

between the terms resilience and reliability is presented in Table 1.2 [4, 31].

Table 1.2: The Concept Contrast Between Reliability and Resilience [31]

 3 

resilience have been developed, resulting in many different definitions and a lack of a universal understanding of 

what resilience really is.  

In the context of power systems as critical infrastructures the picture is even more blur, as the concept of 

resilience has only emerged in the last decade or so. There have been several attempts by organizations worldwide in 

the power and energy engineering communities, such as the UK Energy Research Center (UKERC) and the Power 

Systems Engineering Research Center (PSERC), USA, to define resilience and distinguish it from the concept of 

reliability. According to the UK Cabinet Office, resilience encompasses reliability and it further includes resistance, 

redundancy, response and recovery as key features. Another pioneer definition comes from the Multidisciplinary 

and National Center for Earthquake Engineering Research (MCEER), where a generic resilience framework has 

been developed that is applicable to any critical infrastructure, including power systems. This framework consists of 

the “4Rs”: robustness, redundancy, resourcefulness and rapidity.  

The list of power system resilience definitions is endless, but the majority of these definitions focus on the 

ability to anticipate, absorb and rapidly recover from an external, high-impact low-probability shock. Although a full 

comparison is outside the scope of this work, some key resilience characteristics that differentiate it from the 

concept of reliability are shown in Table I, which will be discussed in detail throughout this article. 

TABLE I 

RELIABILITY VS RESILIENCE 

Reliability Resilience 

High-probability, low-impact Low-probability, high-impact 

Static Adaptive, ongoing, short- and long-term  

Evaluates the power system states Evaluates the power system states and transition 

times between states 

Concerned with customer interruption time Concerned with customer interruption time and the 

infrastructure recovery time 

2.1. A conceptual resilience curve associated to an event 

The illustrative conceptual resilience curve of Fig.1 shows the resilience level as a function of time with respect 

to a disturbance event. This figure is used here for demonstrating the key resilience features that a power system 

must possess for coping effectively with the evolving conditions associated to an event, for instance, a heavy storm 

moving across the system. 

The existing reliability metrics do not concentrate on the consequence of individual

HILP events. Instead, the reliability principals focus primarily on the maintainability of the

electric equipment [32–52] as well as the system supply adequacy and security in facing the

high-probability credible contingencies, and in presence of renewable variations [53–78]

and integration of other modern technologies in the grid [15, 79–107]. Beyond minimizing

the probability of extensive and prolonged outages, resilience also takes the following into

account: acknowledgment of the occurrence of such outages, preparation to cope with them,

minimization of the outage effect, rapid service restoration and learning from the experience

to enhance the future performance [4–6, 108–111].

National Academies of Sciences, Engineering, and Medicine [108] provides a definition

in 2017 for resilience as follows: "Resilience is not just about lessening the likelihood that

these outages will occur. It is also about limiting the scope and impact of outages when they

do occur, restoring power rapidly afterwards, and learning from these experiences to better

deal with events in the future."
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PJM Interconnection provides a definition in March 2017 as follows [112]: "Resilience,

in the context of the bulk electric system, relates to preparing for, operating through and

recovering from a high-impact, low-frequency event. Resilience is remaining reliable even

during these events". This definition is more specific to the HILP events.

In former President Barack Obama’s Presidential Policy Directive [113], the term

"resilience" refer to "the ability to prepare for and adapt to changing conditions and

withstand and recover rapidly from disruptions. Resilience includes the ability to withstand

and recover from deliberate attacks, accidents, or naturally occurring threats or incidents".

A definition of resilience for energy system is provided by UK Energy Research Center

[114] as follows:"Resilience is the capacity of an energy system to tolerate disturbance and

to continue to deliver affordable energy services to consumers. A resilient energy system

can speedily recover from shocks and can provide alternative means of satisfying energy

service needs in the event of changed external circumstances."

Among the existing definitions of resilience, four aspects of the system resilience are

summarized in [115] as follows:

• The state of electricity services of a power system can be described by resilience when

confronting an interruption or outage. The description of resilience contains the extent

of the service degradation, the rapidity of service recovery, and the recovery extent of

the service. As can be seen, resilience does not only reveal a discrete state of whether

a disturbance has happened, but also demonstrates the level of disturbance.

• The system resilience is determined by its design and its operation. These affect

the degradation degree during a disturbance, the swiftness of the recovery and the

completion of the recovery. For instance, a more redundant system that considers

recovery strategies and additional contingency operation modes might undergo fewer

and shorter interruptions. On the other hand, such a redundant system is more

strenuous to reconstruct.
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• Different resilience levels of the system can be resulted from different response at

different costs. For instance, the system rebuilt with additional resources and a more

efficient set of equipment can provide higher quality of service than the original level

after the disaster recovery.

• The system resilience changes over time. The service of a system could be enhanced

with regular maintenance and upgrade but at a cost. On the other hand, the service of

a system without regular maintenance and upgrade has a lower operating cost but it

can be anticipated that the quality of service and will lessen in the future. Accordingly,

identifying the system critical components for maintenance, the ones for which a

maintenance actions could result in the highest improvement in system reliability

could potentially be a promising direction.

The National Infrastructure Advisory Council (NIAC), USA provided comes up with

four main features of resilience in [116]:

• Robustness: The capability to maintain operation or withstand when disaster occurs,

especially HILP events. Besides the system structure or design, it also relates to the

system redundancy in case of some important components damages, along with the

investment and maintenance of the critical infrastructure.

• Resourcefulness: The capability to expertly handle the occurred disaster. It incorpo-

rates determining the strategies and priority of the action that should be taken to both

control and diminish the hazard, convey the decision to the people to execute. This

feature mainly relates to the human, and not the adopted technology.

• Rapid Recovery: The capability to restore the system to its normal operating con-

dition as soon as possible following the hazards. It relates to elaborately prepared

contingency plans, capable emergency operations and strategic resources distribution

and crews dispatch.
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• Adaptability: The manner to learn from a hazard. It relates to the enhancement of the

robustness, resourcefulness and recovery abilities of the system for the future hazards

via new tools and technologies.

The Cabinet Office, U.K. also provides four main characteristics of infrastructure resilience

in [117] as follows:

• Resistance: provides the strength or protection to withstand the disaster and its main

effect to further mitigate the damage or disturbance.

• Reliability: the infrastructure components make sure to be inherently designed to

maintain operation under certain conditions.

• Redundancy: the availability of backup equipment or spare capacity to allow the

operation to be switched or redirected to alternative routes.

• Response and Recovery: rapid and effective response to and recovery from the

hazards.

Additionally, Electric Power Research Institute (EPRI) in the U.S. also determines the three

elements of resilience which are prevention, survivability, recovery for distribution system

in [118] as demonstrated in Figure 1.1:

Prevention
hardening the 

distribution system to 
restrain damage 

by applying 
engineering designs 

and advanced 
technologies

Survivability
the ability to assist the 
electricity customers in 

continue maintaining the 
normal function at some 
level when main grid is 

not accessible or 
available

Recovery
the capability of rapid 

responding and recovering the 
service to as many affected 

customers as possible

hardening the distribution system to restrain damage 
by applying engineering designs and advanced technologies

the ability to assist the electricity customers in continue maintaining the 
normal function at some level when main grid is not accessible or available

the capability of rapid responding and recovering the service 
to as many affected customers as possibleResilience

Figure 1.1: Elements of Resilience by Electric Power Research Institute (EPRI) [118]
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Notice that these elements and aspects of the system resilience can also lead to its

measurement (or metrics). Most of the existing definitions of resilience refer to the capability

of the system to withstand and rapidly recover from HILP events [6, 111].

A conceptual resilience curve is proposed in [31] to describe the variations in the system

resilience level over time with regards to a HILP event, as illustrated in Figure 1.2, where R

represents the resilience level of the system. With respect to a HILP event, the power system

experiences the following states [31, 119]:
 4 

R

Time

Operational Resilience

Ro

Rpe

Rpr

to te trtpe tpr

Robustness/

Resistance

Resourcefulness/Redundancy/ 

Adaptive Self-organization

Response/

Recovery

Robustness/

Resistance

Resilient 

State

Event 

progress

Post-event degraded state

Restorative 

state

Post-

restoration 

state

Infrastructure 

Resilience

Infrastructure 

Recovery

tir tpir
 

Fig. 1: Conceptual resilience curve associated to an event  

Before the event occurs at te, a power system must be robust and resistant to withstand the initial shock. A well-

designed and operated power system should demonstrate sufficient resilience (indicated here with Ro, where R is a 

suitable metric associated to the resilience level of the system – see also further below) to cope with any type of 

events. The capability of preventive operational flexibility is highly critical here, as it provides the operators with the 

assets to configure the system in a resilient state. 

Following the event, the system enters the post-event degraded state, where the resilience of the system is 

significantly compromised (Rpe). The resourcefulness, redundancy and adaptive self-organization are key resilience 

features at this stage of the event, as they provide the corrective operational flexibility necessary to adapt to and deal 

with the evolving conditions (that are possibly never experienced before). This helps minimize the impact of the 

event and the resilience degradation (i.e., Ro - Rpe) before the restoration procedure is initiated at tr.  

The system then enters the restorative state, where it should demonstrate the restorative capacity necessary for 

enabling the fast response and recovery to a resilient state as quickly as possible.  

Once the restoration is completed, the system enters the post-restoration state. The post-restoration resilience 

level Rpr may or may not be as high as the pre-event resilience level Ro, i.e. Rpr < Ro. In particular, while the system 

may have recovered from the point of view of fully returning to its pre-event operational state (thus showing a 

certain degree of operational resilience), the infrastructure may take longer to fully recover (infrastructure 

resilience), i.e. (tpir - tir) > (tpr - tr). This would depend on the severity of the event, as well as on the resilience 

features that the power system will demonstrate before, during and after the external shock. It is interesting to notice 

how some measures might make the system more resilient operationally but less from an infrastructure perspective. 

Figure 1.2: The Conceptual Resilience Curve Related to A HILP Event [31]

• Resilient State t0 ∼ te: before the HILP event happens at te, the power system should

be robust and resistant to withstand the first strike of the HILP event by sufficiently

predict the time and location of the external disturbance and preventive actions (e.g.

preventive generation rescheduling) taken by the system operator, aiming to enhance

the disturbance resilience of the infrastructure.

• Event Progress te ∼ tpe: during the HILP event progress, the system is degraded to

post-event degradation state, where the system resilience decrease to Rpe. Emergency

or corrective actions (e.g. generation re-dispatch alone or generation re-dispatch
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coordinating with dynamic-boundary microgrid operation) can be taken to reduce the

effect of the external disturbance.

• Post-Event Degraded State tpe ∼ tr: after the event strike, the system enters the post-

event degraded state. At this stage, the key resilience features are the resourcefulness,

redundancy, adaptive self-organization, they offer the necessary corrective opera-

tional flexibility to accommodate and cope with the changing situation. This assists in

minimizing the consequence of the event and the degradation in the system resilience

level (e.g. R0 −Rpe) while appropriate and effective coordination and preparation

enable rapid beginning of the restoration state.

• Restorative State tr ∼ tpr: the system should manifest fast response and recovery

ability to recover the system resilience level from Rpe to Rpr. Rpr may be the pre-event

resilience level R0 or a desired resilience level that is not as high as R0.

• Post-Restoration State tpr ∼ tir and Infrastructure Recovery tir ∼ tpir: Following

the restorative state, the consequence of the event on the system resilience and its

performance during the event need to be evaluated and analyzed to enhance the

infrastructure resilience for future similar or unpredictable events. Depending on the

severity of the event, the system may need longer time to recover the infrastructure in

tir ∼ tpir.

1.3 Thesis Outline

The remainder of the thesis is organized as follows:

Chapter 2 provides a literature review on EMP attacks, backgrounds about EMP, such

as EMP classification and intensity; and EMP attack theories such as damage principle,

chain effect, and consequence. It will also describe the EMP-engendered damages to power

grid while the current infrastructure is not well prepared for such intensive WMDs.
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Chapter 3 evaluates the response of common electric components in power system

such as coaxial wires and transmission towers under the scenarios of EMP attacks. Each

component is under evaluation of electromagnetic compatibility (EMC) and the worst

direction of attacks. The result will demonstrate how electric field caused by EMP attacks

propagates through components and how the induced voltage/current harm the infrastructure.

Chapter 4 investigates the grid-scale impacts of the EMP attacks in power systems.

Three different power systems of different size and complexity and attack scenarios of differ-

ent patterns and realizations will be evaluated using the suggested parameters. These attack

scenarios will demonstrate the impacts on system reliability and resilience performance

by observing the electric field, reactive power loss, and induced currents on the model’s

one-line diagrams and contour maps.

In Chapter 5, the current protection and mitigation methods against EMP attacks will

be introduced. Results from Chapter 3 and Chapter 4 will be leveraged to evaluate the

protection effectiveness by comparing the device circumstances with/without protection.

Some studies on protection and mitigation guidance against the EMP attacks from industry

and national perspective will be also presented.

Chapter 6 presents the research conclusions and summarizes the main findings of this

thesis. Possible future work plan is also provided in this chapter.
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Chapter 2: Literature Review

2.1 Introduction

While the EMP attacks are becoming a new threat to power grids and electronics, the society

in general should plan ahead for any type of EMP attacks to the grid and home electronics.

This chapter investigates previous research, provides a literature review on the EMP threats,

and contains a background on the EMP weapons, EMP attack theories, EMP-engendered

damages, and EMP detection mechanisms.

2.2 EMP Classification

The EMP attacks can be categorized into two different classes: nuclear EMP (NEMP) and

nonnuclear EMP (NNEMP), both of which can damage or destroy electronic devices, but

are typically not lethal to human and animals [1].

2.2.1 Nuclear EMP (NEMP)

The nuclear type EMP attacks mainly contains high-altitude electromagnetic pulses (HEMP),

resulting from a nuclear burst at a very high altitude [120]. The HEMP from a high-yield

gamma ray weapon can in principle impact the functionality of power grids, communication

infrastructures, computing and electronic processing systems, and ground transportation

systems dependent on microprocessors or embedded electrical systems that are susceptible

to the disruptive effects of large electromagnetic perturbations. A HEMP comprised of

three components defined by an international standard—the International Electrotechnical

Commission (IEC) [26]. Such an NEMP waveform is demonstrated in Fig. 2.1 divided into

the following segments:
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Figure 2.1: Nuclear EMP Waveform [1].

• E1 pulse is a very rapid and intense electromagnetic field that can induce very high

voltages in electrical conductors.

• E2 pulse is generated by scattered gamma rays that produced by neutrons. The E2

wave is similar to lighting strikes and can cause the electric equipment to exceed its

designed breakdown current.

• E3 pulse is a slow but lasting pulse, and can last about ten to hundred seconds after

the explosion [121, 122].

Another effect of an NEMP attack could be intentional electromagnetic interference

(IEMI), which is caused by repeating pulses generated by antennas, with a much smaller

intensity and area affected compared to HEMP [123].

12



2.2.2 Nonnuclear EMP (NNEMP)

Nonnulear EMP is an EMP characterized with no nuclear elements. Devices that can

be a NNEMP weapon include a large low-inductance capacitor bank discharged into a

single-loop antenna, a microwave generator, and an explosively pumped flux compression

generator [120]. An example of NNEMP is EMP bomb. An EMP bomb contains armature

cylinder, a stator winding and high explosive inside the tube. Once the bomb is triggered,

the armature cylinder and stator winding will produce huge amount of magnetic field rapidly

radiating to surroundings [124]. Compared to NEMP, the NNEMP device (i) is easier to

carry and detonate, and (ii) has lower cost [125]. One structure of a NNEMP bomb is shown

in Fig. 2.2 [2, 21].

Figure 2.2: Explosive Pumped Coaxial Flux Compression Generator [2].

Another EMP effect is originated from the solar corona mass ejections (CMEs), which

can cause changes in the earth’s magnetic field (i.e., dB/dt). These changes in turn produce

a non-uniform electric field at the surface that usually slowly varies dependent on the deep

earth (hundreds of kilometers) conductivity. The electric fields can be modeled as a DC

voltage source superimposed on the lines, and cause quasi-DC geomagnetically induced

currents (GIC) flowing in high voltage power transmission grid [28]. This concept will be
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used to analyze the impacts of EMP attacks on electric components and power grid in the

following Chapter 3 and Chapter 4 of this thesis.

2.3 Potential Impacts of EMP Attacks on Power Grids

Generally, the EMP attack damage level is classified into four degrees: deny, degrade,

damage, and destroy. Deny level usually happens at the occasions of small attacks and the

device can be self or manually restored to the initial operating state as the inner part of the

device is not damaged. Degrade level requires the device to restart or manually reset in

order to get back to the healthy operating state. The damage level and destroy level reflect

that the devices are temporally or permanently damaged or destroyed and the circuits or

printed circuit board (PCB) need to be replaced.

Table 2.1 describes the equipment status under several types of high-impact low-

probability (HILP) EMP attacks. NNEMP attacks have direct and permanent effects on all

electric equipment including power grids and grid-dependent devices. Compared to physical

attacks, although power grid equipment such as transformers and generators are identically

vulnerable, the EMP can bring more dangerous chained effects to infrastructures that are

connected to the grid such as water supply, internet, and GPS [1, 3, 126]. These chained

effects analysis have not done in this thesis but may include in future research.

Nuclear EMPs (NEMP) may result in damages to power grid elements at the standard

damage level of E1, E2, and E3 [3,121]. E1 damages exceed the device breakdown voltages,

E2 results in high induced current running through the wires and the E3 waveform is a

long-term low-amplitude pulse lasting 10 to hundred seconds and can induce high levels of

currents in long power and communication lines, destabilize or damage the equipment such

as transformers and solid state communication line drives [121]. NEMP attacks can bring

serious damages to power grid equipment such as generator stations, supervisory control

and data acquisition (SCADA) control systems, power grid control centers; it also has long

term effects on internet, cell phone systems, and military services [26]. Although critical
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Table 2.1: Potential Impacts of HILP EMPs on Critical Infrastructures [3]
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electronic elements in power system are usually contained within some sort of metallic

box, they are not designed to protect the electronics from high-energy electromagnetic

pulses that may infiltrate either from the free field or from many cable connections that may

compromise electromagnetic integrity. The major concern for SCADA vulnerability to EMP

is focused on the early time E1 component of the EMP signal. This is because, even in the

power industry, SCADA systems are not directly coupled electrically to the very long cable

runs that might be expected to couple to a late-time E3 signal [26].

The strength and effects of NEMP attack depends on the warhead type and yield, and

the altitude and latitude of the detonation. An NEMP device can be detonated at altitudes

between 30 and 400 kilometers and generates an electromagnetic pulse with amplitudes

around tens of kilo-volts per meter and radius of effects from hundreds to thousands of

kilometers [127]. Taking E2 waveform as an example, a similar lighting current of 100 KA

affects a circle with radius of 50 meters by inducing voltages of 15.75 KV on the conductors.

This overflows all the breakdown voltage ratings designed for electronic devices. With this

incredible over-voltage, the device will create extreme heat due to the inducted current,

causing side effects such as burning and explosion [128].

2.4 Typical EMP Simulation Approach

Electromagnetic compatibility (EMC) helps identifying if a device is compatible with (i.e.,

no interference is caused by) its electromagnetic (EM) environment and it does not emit

levels of EM energy that cause electromagnetic interference (EMI) in other devices in

the vicinity [129]. In other words, EMC is the interaction of electrical and electronic

equipment with its electromagnetic environment, and with other equipment. The problems

such as crosstalk (XT) on the printed circuit board (PCB), interference (EMI) of frequency

conversion power supply on radio, thermal effect under special absorption rate (SAR) of

mobile phone on the human body, antenna placement, lightning strike, and electromagnetic

pulse all belong to the research area of electromagnetic compatibility [130].
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In order to better regulate the EMC, a series of international standards and restrictions

have been formulated, including general international standards, industry standards, military

standards and so on. In the United States, there are MIL-STD-188-125-1 (CS115), MIL-STD-

461G (CS116), and MIL-STD-464C (CS117) as the main standards [131–133]. In Chapter

5, the MIL-STD-188-125-1 standard will be used to evaluate a shielding effectiveness

approach against EMP attacks. The traditional EMC testing could be divided into four

categories: conducted emission (CE), conducted susceptibility (CS), radiated emission (RE),

and radiated susceptibility (RS). According to the size of the electrical dimension, the EMP

simulation can be divided into the following four categories:

• PCB-Level Simulation [134]: considering the signal integrity (SI), power integrity

(PI), electromagnetic interference (EMI), and electromagnetic susceptibility (EMS)

of PCBs under normal working conditions, one can obtain the current distribution

on the board, or the near-field equivalent current and the equivalent magnetic current

distribution including the board;

• Cable-Level Simulation [135–138]: any electronic equipment includes various types

of cable harness, single-wire, twisted-pair, wiring arrangement, single-core and multi-

core shielding wire harness and any combination of these lines and shielding. Once

there exist cable harness in the system, EMC becomes very uncertain and shows strong

stochastic statistical characteristics in simulation or measurement. In order to solve

the problem of SI, EMI and EMS in simulation, and obtain a common-mode current

or equivalent electromagnetic current, transfer impedance based on measurements

and with certain statistical significance is usually used;

• Cabinet-Level Simulation [139–143]: it mainly talks about the metal cabinet or case.

PCB and cable are electromagnetic radiation sources, which can be addressed in

the above two levels. For the cabinet itself, the most difficult challenge is the small

heat sink, lap, fastening screw, conductive rubber, shielding film, metal wire mesh
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and other structures whose size is far smaller than the wavelength and can not be

ignored, because such problems must be addressed by full-wave electromagnetic

field simulation algorithms. Such algorithms need to divide the network to be able to

distinguish these small structures. Hence, the resulting sharp increase in the number

of grids, simulation speed and accuracy decline;

• Subsystem- and System-Level Simulation [144–149]: subsystems refer to subsystem

devices that can work independently; systems refer to terminal products. EMC

sources are obtained by simulation of PCB and cable harness. EMC characteristics

of the system are obtained by having these sources into the cabinets and systems for

electromagnetic simulations.

2.5 EMP Simulation Algorithms

Circuit simulation is mainly used for the analysis of inter-port characteristics, when the

electromagnetic field in the port has no effect on other parts of the network or can be

neglected; the necessary condition for circuit simulation is that the physical size of the

circuit is much smaller than that of the wavelength. In other words, when the size of the

circuit board can be compared with the wavelength corresponding to the highest frequency in

the circuit, the electromagnetic field theory must be used to analyze the circuit board [150].

The circuit algorithm mainly aims at the network composed of linear passive lumped

elements and non-linear active devices, and is simulated in frequency domain using pure

transient equation models. Such simulation (i) does not need three-dimensional solid models,

(ii) can include linear and non-linear device time-domain or frequency-domain models

(SPICE and IBIS, etc.), (iii) features fast simulation speed, and (iv) enables time-domain

signal and spectrum of voltage and current as the primary solutions [150].

Quasi-static magnetic and electric algorithm needs three-dimensional structure models.

The so-called "quasi-static" means that the system must support the existence of electrostatic

field and steady current, which is represented by the field pattern of electrostatic field

18



and static magnetic field. More precisely, the flux change rate or displacement current

is very small. Therefore, the partial derivatives of B and D in time can be ignored in

Maxwell’s equations. The corresponding Maxwell’s equations are called quasi-electrostatic

and quasi-magneto-static, respectively. The derived algorithm is called quasi-electrostatic

algorithm and quasi-magneto-static algorithm. This kind of algorithm is mainly used for

EMC simulations in low frequency power systems or motor equipment. The quasi-static

magnetic and electric algorithm is subdivided into quasi-electrostatic frequency domain,

quasi-magneto-static frequency domain, quasi-electrostatic time domain and quasi-magneto-

static time domain. The appropriate algorithm is selected according to the frequency and

application characteristics of the equipment. It is obvious that quasi-static approximation

can be used for high voltage insulation devices, while quasi-static magnetic algorithm is

preferable for high current devices [150].

Full-wave electromagnetic algorithm is simply an algorithm for solving the complete

form of Maxwell equation. Full-wave algorithm is divided into time-domain and frequency-

domain algorithms. Finite difference method (FD), finite integral method (FI), transmission

line matrix method (TLM), finite element method (FEM), boundary element method (BEM),

moment method (MoM) and multilayer fast multipole method (MLFMM) are all full wave

algorithms [151]. All full-wave algorithms require volume or surface mesh segmentation of

the simulation area. The first three methods (FD, FI and TLM) are mainly explicit algorithms

in time domain, and the sparse matrix, simulation time and memory are proportional to the

first power of grid number; the last four methods (FEM, BEM, MoM and MLFMM) are

implicit algorithms in frequency domain. FEM is also a sparse matrix, and simulation time

and memory are proportional to the square of the grid number; while BEM and MoM are

dense matrices, so time and memory are proportional to the cubic of the grid number. FD,

FI, TLM and FEM are suitable for arbitrary structure and arbitrary medium, BEM and MoM

are more suitable for arbitrary structure but uniform non-rotating medium distribution, while

MLFMM is mainly suitable for metal convex structure, although MLFMM has superlinear
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mesh convergence, i.e. well-known NlogN computation. Full-wave algorithm, also known

as low-frequency or accurate algorithm, is an accurate method for solving electromagnetic

compatibility problems. For a given computer hardware resource, there is an upper limit

on the electrical size that can be simulated by this method. Generally speaking, TLM and

FI can simulate the largest electrical size without any restrictions, that is, any structure or

material, followed by FD, FEM, MoM and BEM. For metal convex structures, MLFMM is

a full-wave algorithm that can simulate the largest electrical size. The inherent advantage

of time domain algorithm is that it is very suitable for UWB simulation, and EMC itself is

an UWB problem. In addition, the time domain algorithm is natural, efficient and accurate

for the simulation of transient electromagnetic effects, such as the transient impulse voltage

induced on the cable harness under strong electromagnetic pulse irradiation [150, 152].

In summary, the time domain algorithm is to solve Maxwell’s equations in an iterative

way from the excitation source, that is, to simulate the propagation process of the wave,

and to propagate from the source to the surroundings. Frequency domain algorithm is to

solve Mack’s thinking equations directly by matrix method, whether it is FEM’s variational

algorithm or MoM’s electric field integral equation.

2.6 EMP Threat Detection in Power Systems

Since corona mass ejections (CME) caused EMP can lead to Quasi-DC GICs in high voltage

transmission grid, the flow of such currents into power transmission lines can potentially

cause "half-cycle saturation" of high-voltage bulk power transformers. This phenomenon

can lead to relay miss-operations, voltage dips, elevated reactive power demand, transformer

overheating, disruptive harmonics, aging or malfunction of the electric power devices, and

even a total collapse of the grid in the worst case scenarios [153–157].

Strategies to enhance electric power grid resilience must accommodate both a diverse

set of technical and institutional arrangements and response to a wide variety of hazards.

There is no “one-size-fits-all” solution to avoiding, planning for, coping with, and recovering
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from major outages [108]. A sensor developed in [108] contains parts of asymptotic conical

antenna, an active integrator and the electro-optical converting circuit that can be used to

detect EMP. The sensor uses an asymptotic conical antenna to sense Electric field, and the

derivative signal from the antenna is encoded by an active integrator based on a high speed

operational amplifier [158]. The CME caused EMP impact is detected through estimating

the GICs in a current transformer. The authors in [159] proposed an approach to measure

the absorbed reactive power. In [160], the existing current transformers are converted to

flux-gate DC current (GIC) sensors by injecting AC excitation currents into their secondary

winding; A detection method on the impact of CME caused EMP is developed in [161] by

measuring the quasi-DC GIC flowing in the neutral earth points. Machine learning-based

detection techniques for GICs resulted from GMD events in power systems are recently

developed, tested, and verified in [8, 10, 14].

2.7 Power Grid Resilience to EMPs

Citizens are constantly dependent on reliable and continuous electric power for daily life.

If electric power is not accessible even for an hour, the devastating impacts could be

catastrophic to multiple infrastructures such as water/food supply and production, financial

systems, transportation, and health care [6–9,109–111]. No infrastructure other than electric

power has the potential for nearly complete collapse in the event of a sufficiently robust

EMP attack. While a less robust attack could result in less catastrophic outcomes, such

outcomes would still have serious consequences that threaten the national security.

The continuous evolution of electronic devices into systems—that once were exclusively

electromechanical—enabling computer control instead of direct human intervention and use

of broad networks like the Internet, results in even greater reliance on microelectronics and

thus the presence and sharply growing vulnerability of the power grid to EMP attacks. Just

as the computer networks have opened the possibility to cyber assaults on the power grid or

to electrical power system collapse associated with software failure (as during the August
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14, 2003, blackout), they have enabled a pathway for EMP attack that is likely to be far

more widespread, devastating, and difficult to assess, as it is a magnetic signal that can cause

induced currents overrunning in electrical conductors, destroy power transformers [121,122],

and would make it a challenging power restoration [25].

A nuclear device detonates at a precise point in our atmosphere, producing an elec-

tromagnetic pulse that can destroy our national grid. Literally, this is the plot of William

Forstchen’s novel “One Second After", in which, a hostile government attacks the United

States by detonating a guided nuclear missile over North Carolina, creating a large-scale

electromagnetic pulse. Chaos ensued, including the collapse of nuclear power plants, hunger,

disease and collective hysteria [30]. In 1979, President Carter issued an order requiring

that every weapon developed by the United States since then must take full account of

EMP protection capabilities. The Critical Infrastructure Protection Act passed by the U.S.

Congress in 2016 directs the Department of Homeland Security to develop plans to prioritize

EMP survivability and recovery capabilities. And on March 26, 2019, President Trump

signed an executive order instructing several federal agencies to study the risks of EMP

damages to national technology and energy infrastructure and to enhance our ability to

respond to such incidents [30].

According to the Washington Examiner, if the U.S. suffered an EMP hit, electricity

would be lost, the military’s weapons would be downed, 99 nuclear reactors would likely

melt down without electricity for cooling, and 4.1 million people living near nuclear reactors

would be displaced as radioactive cloud spreads. “An EMP would cause instantaneous and

simultaneous loss of many technologies reliant on electrical power and computer circuit

boards, such as cell phones and GPS devices," the report says. Military and commercial

jets would be degraded, bases would be cut off, and power and GPS would go dark making

defense and counter-attacks virtually impossible. The attack would dismantle or interfere

with electricity, affecting transportation, food processing and health care. In fact, 90 percent

of the population on the East Coast would die in a year of the attack. “Failures may include

22



long-term loss of electrical power (due to loss of emergency generators), sewage, fresh water,

banking, land lines, cellular service, vehicles," the report says. Civil unrest is predicted to

start within just “hours" of the attack.

The power system has been undergoing dramatic changes in technology and governance

for several decades. In most parts of the United States, power is still supplied by regulated,

vertically integrated utilities that generate electricity in large power generators, moving

power out from power plant over high-voltage transmission lines, and distribute it to

customers and end-consumers. In other parts of the country, electric utilities have been

reconstructed to adapt more competitive markets such as wholesale power sales between

generators and electricity distribution companies. In the more market-oriented parts of

the country, transmission lines between utility buyers and sellers are regulated or publicly

owned, as are most distribution systems that provide the poles, wires, and equipment to

serve retail customers. However, the flows over such wires and customers’ responses are

increasingly determined by market forces. Efforts to improve resilience must accommodate

institutional and policy heterogeneity across the country. In many countries, minor power

grid system components and programs such as distributed generation, demand response,

energy efficiency, customer-owned storage, microgrids, and electric vehicles are a rapidly

growing part of the overall grid resource that must be planned and managed to maintain

overall grid reliability, resilience, and security. Despite such developments, for at least

the next two decades, most customers will continue to depend on the functioning of the

large-scale, interconnected, tightly organized, and hierarchically structured electric grid.

With the vulnerability to EMP attacks, efforts should be made on building in resilience

in power grids is becoming more and more critical to every aspect of our economy [108].

Resilience is not just about reducing the probability that power outages will occur, it is also

about limiting and lowering down the scope and impact of outages when they actually occur,

restoring power rapidly after the event, and learning from the experiences to have more

resistant to similar events in the future.
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Chapter 3: EMP Attack Characterization in Power Systems

3.1 Introduction

In Chapter 2, different categories and characteristics of EMP attacks have been studied. In

order to be able to quantify the impacts of EMP attacks in power grids, this chapter will

demonstrate the analysis of typical EMP attacks on individual components in power systems.

The EMP source used in this chapter was modeled as a plane wave incident and controlled by

a user-defined excitation signal. Bare wire, coaxial cable, transmission line tower, and cell

tower models were designed first and then simulated in Computer Simulation Technology

(CST) Studio Suite in order to measure the electromagnetic compatibility (EMC) of these

models Section 2.4. These simulations help better understanding of the characteristics of

EMP attacks, how they influence the power system components, and how electric field and

induced current propagate in these attack scenarios.

3.2 Simulations on Bare Wire and Coaxial Cable

Prior to the simulations, it is important to determine which workflow, domains, and param-

eters are suitable for EMP simulations. Described in [162] support section, CST Studio

Suite has a workflow setting exclusively for EMP simulations. In this case, EMC/EMI

template with radiated susceptibility (RS) workflow, introduced in Section 2.4, was selected

to perform EMP modeling and simulations. The solver operates in time domain and uses

transmission line matrix method (TLM) algorithm discussed briefly in [151] and Section 2.4.

References [163] and [164] suggest the standard electric field peak magnitudes of 24 V/km

in EMP simulations, also applied in simulations in both Chapter 3 and Chapter 4.

The most basic and important component in power systems is cable. Cables are used to

connect every buses (substations) in the network, and transmit power to anywhere in the
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world. It is necessary to analyze the EMC of a cable in order to indicate its vulnerability to

EMP attacks. In the United States, Aluminum conductor steel reinforced (ACSR) product

is a bare electric conductor grade hard-drawn aluminum conductors stranded around an

inner core of galvanized steel wire [165]. ACSR wires are widely used in transmission lines.

In this chapter, one of the commonly used cables with code word “Raven” is selected and

modeled as demonstrated in Figure 3.1.

Figure 3.1: Bare Cable Designed in CST Studio Suite

Figure 3.1 shows a bare cable with a size of 1/0 AWG, diameter of 0.398 inches,

resistance of 0.159 ohms per 1000 feet, and allowable ampacity of 242 Amps. For simulation

purposes, the six inner stranding cores are composite to one core. The inner core is aluminum

and wrapped with poly tetra fluoroethylene (PTFE), which is an insulator. Let the electric

field with an intensity of 24 V/km propagates from one side of the wire and travels to the

other side. The propagation direction is parallel to the wire. By running a time domain

TLM simulation using the wave guide port input in CST, the resulting electric field on the

conductor is illustrated in Figure 3.2. According to the arrows shown in Figure 3.2, the

electric field in the bare wire is radiated from the center of the core toward the outside

insulator. Also, the strength of the field is decreasing as it moves from the inner to the outer

directions. The induced current travels back and forth through the inner core with maximum

intensity of 852 Amps. The intensity of the electric field on the core has an average uniform

value of 24 V/km. Therefore, this bare wire has almost no protection against an incoming
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Figure 3.2: Electric Field Propagation in Bare Wire

electric field, and the maximum intensity of the induced current is exceeding the wire’s

allowable ampacity of 242 Amps.

However, bare wires are hardly ever used as transmission lines nowadays; instead,

coaxial cables are widely applied in power systems. Figure 3.3 shows the configuration

of a typical coaxial cable. Compared to a bare wire, a coaxial cable has a conductor

shielding, insulation shielding, and copper strip shielding for every strand cores. In order to

compare the two types of cables resilience to the electric field, an excitation signal shown in

Figure 3.4 with a maximum E-field intensity of 24 V/km and rise time of 3 ns was used in

the simulations. In a total run time of 100 ns, the frequency is also uniformly changing from

0 to 1000 MHz in this scenario.

Figure 3.5 shows the current induced (in unit of dB) versus frequency when the electric

field is at the maximum, and the interference of the cable is obtained (this is called the

disturbance induced current in lines). Obviously, the shielding efficiency of the coaxial line
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Figure 3.3: Structure of Coaxial Cable

Figure 3.4: EMP Excitation Signal in CST Studio Suite.
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Figure 3.5: Current Induced in Bare Wire and Coaxial Wire

is much higher than the bare line. However, coaxial cable, as an individual component,

still suffers from the large intensity of electric field, meaning that the cable needs further

developments and protections against EMP weapon grade level attacks.

3.3 Simulations on Cell Tower

A very important type of facility in our modern societies that we rely on nowadays are cell

towers. People are relying on communications heavily and these cell towers perform a very

important function to keep the people connected. Also, 5G technology is growing rapidly,

thereby highlighting the importance to understand the characteristics and response of the

cell towers against EMP attacks to ensure that they can function properly when facing such

HILP events.

Figure 3.6 shows an EMP source coming in at the 45 degree angle on the top right side

of the cell tower. A coaxial cable connects the ground shielded box and antennas at the top

of the tower. The cable picks up the current around 600 amps on the coax shield and the

bulk current monitor around the cell tower detected about 2000 amps of current. As time
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passes when the plane wave arrives and paths through from the top right to the lower left,

the wave front shows a double exponential signal profile. It first hits the tower and then

continues on to reflect off the ground plane, and later times the tower picks up the energy

and basically acts as an antenna. The residual energy stays a while after the plane wave has

completely passed through, shown in Figure 3.7. This type of energy can propagate to other

parts of the tower through cable connections and temporarily disable or permanently destroy

the nearby electronic equipment and accessories [166].

3.4 Simulations on Overhead Transmission Line Tower

Overhead transmission line is crucial to power systems as electricity needs to travel and get

delivered to every household and industries. This section demonstrates how an overhead

transmission line tower can be affected by an EMP attack. One section of the three-phase

overhead transmission line model was built in CST Studio Suite, where each line is separated

by a metallic tower and by insulators at the top of the tower. The insulators are modeled as

high resistance elements that isolate the line and tower itself. The three phase transmission

line wires can be analyzed by monitoring the current flowing through them. Using a similar

approach in Section 3.3, the EMP waveform travels in parallel to the ground plane shown in

Figure 3.8 [166].

The surface current contour plot in Figure 3.8 shows the wires were induced with the

most of the currents. And the currents flowing on the tower itself can be seen propagating

from the top to the bottom direction. The insulators on the tower have not been affected

by neither of the electric field nor the induced current as appeared in blue color through

out the test. Therefore, the current induced on the tower itself did not get transmitted to the

transmission lines. All these results and observations can provide some insights into the

structure behaviors and response when exposed to an EMP attack.
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Figure 3.6: EMP Waveform Incident on Cell Tower
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Figure 3.7: Residual Energy Left on Cell Tower After the Incident
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Figure 3.8: EMP Incident on Overhead Transmission Line Tower.

3.5 Conclusion

In this chapter, bare cable, coaxial cable, cell tower, and overhead transmission line tower

were simulated in CST Studio Suite in order to visualize and evaluate the impacts of EMP

attacks and the corresponding electric field incidents on power systems’ individual compo-

nents. Several parameters such as electric field direction and magnitude, current direction

and magnitude induced in the equipment, and animated contour map were evaluated. By

summarizing and analyzing how EMP attacks influences the individual components in power

grids, the EMP attacks behavior and the overall impact in large-scale power grids can be

researched accordingly.
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Chapter 4: Grid Scale Vulnerability Assessment to EMP Attacks

4.1 Introduction

In Chapter 3, several components that appeared frequently in modern power systems were

analyzed and evaluated under the scenario of EMP attacks. Next, it is necessary to research

the EMP threat to larger scale power systems. In this chapter, 4-bus, 150-bus, and 2000-bus

systems are used to simulate their performance under various EMP attack scenarios. Similar

to Chapter 3, the electric field, effective GIC and reactive power loss are the main factors

which are importantly concerned. The EMP source used in this chapter include the static

single snapshot inputs, time-varying electric field inputs, and time-varying series voltage

inputs. The simulations in this chapter encompass the electric field, GIC and reactive

power loss calculations, contour mapping, and sensitivity analysis. The purpose of these

simulations are to better understand the characteristics of EMP attacks in power systems, and

how GICs affect the power flows, buses, and transformers in power systems. All simulations

in this chapter are performed in PowerWorld simulator software package.

4.2 Simulations on the 4-Bus Test System

Before moving onto a relatively large-scale power system, it is helpful to apply an EMP

attack scenario to a smaller system. A four bus test system shown in Figure 4.1 consists of 2

generators with generator step-up (GSU) transformer, and a 765 kV transmission line. Bus 1

and Bus 3 belong to substation A and Bus 2 and Bus 4 belong to substation B. We assume

that all substations have grounding resistance of 0.2 ohm, Bus 1 generator has an implicitly

modeled GSU transformer with the resistance of 0.3 ohm/phase on the high (wye-grounded)

side, and Bus 4 generator has a similar GSU transformer with 0.3 ohm/phase resistance.

The 765 kV transmission line between Bus 1 and Bus 2 is characterized with a resistance
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of 3 ohm/phase. The transmission line length between Bus 1 and Bus 2 is set to 170.8 km

long [167].

Figure 4.1: The Studied 4-Bus Test System

In order to model a uniform single snapshot electric field, two input parameters are

required: the magnitude and direction. In this simulation, the maximum electric field is

24 V/km, same as the parameter employed in Chapter 3, and the direction is 90 degrees.

The direction indicates that the electric field propagates in the west-to-east direction (from

left to right in Figure 4.1). By using the GIC add-on in PowerWorld Simulator with the

aforementioned set-up, the GIC and substation reactive power loss have been calculated in

Figure 4.2.

For this 24 V/km eastward electric field, the GIC input is 4098.9 Volts. This is dependent

on the transmission line length between Bus 1 and Bus 2. Longer transmission lines may

have larger GIC input voltages. From the GIC input voltage, it is easy to assess the actual

GIC for the system. The DC resistance values for the transmission line, transformers,

and substations have been given in Figure 4.1. The three phase transmission line and

transformers are in parallel, so the total 3 phase resistance of the one-line diagram is 1 ohm

for the transmission line and 0.1 ohm for each of the transformers. Note that the low-voltage

side is delta connected, so the resistance is connected in series with two substations, which
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Figure 4.2: 4-Bus Test System with GICs Visualized for 24 V/km Eastward E-Field

are 0.2 ohms each. The GIC per phase is calculated as 853.55 Amps, with the direction from

Bus 1 to Bus 2. The total three phase GIC is just three times of the per phase value because

these phase are connected in parallel.

In this simulation, an eastward electric field was chosen, but it is always good to know

what the direction is that achieves the minimum and maximum induced current and reactive

power loss. System summary shows the minimum direction is zero degree (Northward,

orthogonal to the transmission line) and maximum direction is 90 degrees (Eastward, align

with the transmission line). Since the test chooses the maximum direction, the total reactive

power loss in the specified direction and maximum direction are both 2630.5 Mvar.

Another important concern is to find out whether the system is sensitive to electric

field caused GIC. In this case, a sensitivity analysis was executed in PowerWorld simulator.

A parameter called line Amp input sensitivity can show the sensitivity of GIC quantities

such as current and DC bus voltages to a selected GIC injection on a transmission line.

PowerWorld Simulator has an automatic sensitivity analysis calculations, where the detailed

algorithm is introduced in [168]. Figure 4.3 shows the sensitivity analysis setting in GIC

analysis form in the simulation package. In this case, the assumed GIC injection is 1 Amps

on transmission line from Bus 1 to Bus 2. The results show the transformer per phase

effective GIC from Bus 1 to Bus 3 and Bus 2 to Bus 4 are about 0.208 Amps. This means
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with every 1 V/km increase in the electric field, the transmission line will receive an induced

current of 0.208 Amps per phase effective GIC.

In conclusion, the GIC on the transmission line is found 853.55 Amps with the electric

field intensity of 24 V/km. This number is huge enough to generate excess heats and the

line is likely to burn out. The electric field caused 2630.5 Mvar reactive loss, which is also

relatively large because the case is just simulated a four bus example with limited original

generation capacity.
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Figure 4.3: 4-Bus Test System Sensitivity Analysis
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4.3 Simulations on the 150-Bus Test System

The purpose of this simulation is to analyze the effect of continuous, time varying sources

of EMP attacks on the power system mentioned in Chapter 2. In this case, a 150-bus test

system located in the state of Tennessee is evaluated. The system consists of 27 generators,

98 substations, 60 transformers and 157 transmission lines. A similar approach to the one

implemented on the 4-bus test system is pursued here with an exception that the input EMP

source has changed to time varying electric field. The PowerWorld Simulator supports

the binary and text file formats for time and spatially-varying surface electric field inputs;

this format allows development of detailed attack scenarios based on historic events. The

150-bus test system is illustrated in Figure 4.4, where a binary format file based on the June

22, 2015 event over this area was injected into the simulator [169]. The file contains times

points and geo-spatial (longitude and latitude) grid with the corresponding eastward and

northward E-field for each point.

I�'"1J 

＼ TN 150 Bus System

Figure 4.4: The 150-Bus Test System in the State of Tennessee

The event injected to the simulator contains a total time period of 172790 seconds (48

hours), and time varying surface electric field input from 0 to 3 V/km. By specifying the
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“current time” in the “GIC analysis form” dialog box, the GIC can be calculated for single

time points. To visualize the overall changes from the starting time to the end time, transient

stability simulation was used in this case. Properly setting up a time period and sampling

time step, the results can be shown in the one line diagram using the contour mapping.

Electric Field at t = 0s  (V/KM)

Figure 4.5: Electric Field Contour Map at Time Step t= 0 Second

尸沾芝r

气尸

Electric Field at t = 28800s  (V/KM)

Figure 4.6: Electric Field Contour Map at Time Step t= 28800 Seconds
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Electric Field at t = 68000s  (V/KM)

Figure 4.7: Electric Field Contour Map at Time Step t= 68000 Seconds

Electric Field at t = 150000s  (V/KM)

Figure 4.8: Electric Field Contour Map at Time Step t= 150000 Seconds

From Figure 4.5 to Figure 4.9 are several time steps of the electric field variations over

the entire event time period. At the initial state, substations are not affected by GICs, but as

the event time elapses, several substations have experienced an electric field around them.

Note that the source of the event is a time varying surface electric field with the magnitude

changing from 0 to 3 V/km; hence, at some points or a short time period, the transformer

may have some “relief” from the electric field converge; as captured in Figure 4.8, the

E-field decreased from the time stamp 68000 seconds to the time stamp at 150000 seconds,

while it increased again until the event ends (time stamp 172790 seconds). By running the

GIC simulations in the transient stability platform, the GIC data for each transformer and the

recorded reactive power loss are saved in separate files. The system summary indicates that
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Electric Field at t = 172790s  (V/KM)

Figure 4.9: Electric Field Contour Map at Time Step t= 172790 Seconds

the highest cumulative electric field for all transformers are collected at t= 68000 seconds,

shown in Figure 4.7. By running the transient stability simulations from the initial time

stamp all the way to the end, the GIC induced in each transformer and the total reactive

power loss for all transformers in the event period have been plotted in Figure 4.10 and

Figure 4.11, respectively.

In Figure 4.10, each line in different color represents each of the system transformers.

According to the figure, the highest GIC induced in transformer appears at t = 68000

seconds, which confirmed the earlier results in the system summary and contour map.

Also, by observing Figure 4.11, the highest total reactive power loss appears synchronously

with the highest GIC, at t = 68000 seconds. The reported plot Figure 4.12 illustrates the

distribution of the total reactive power for each transformers at t = 68000 seconds on the

one-line diagram contour.

In conclusion, the GIC induced on each transformer is changing over the time varying

electric field. The effective GIC plot for each transformer and the total reactive power loss

for all transformers have been generated. Contour mapping for electric field intensity during

the EMP event period have been executed and the consequences at several time points of

interest have been analyzed.
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Time (s)

Figure 4.10: Effective GIC Plot for Each Transformers in the 150-Bus Test System

Time (s)

Figure 4.11: The Total GIC-Induced Mvar Losses Plot for All Transformers in the 150-Bus
Test System

Geomagnetically Induced Curre... x 

八

Mvar Lost at t = 68000s

Figure 4.12: Distribution of the Total GIC Reactive Power Loss for Each Transformers in
the 150-Bus Test System
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4.4 Simulations on the 2000-Bus Test System

The purpose of this simulation is to analyze the E3 effects of a high-altitude electromagnetic

pulse (HEMP) attack on the power system mentioned in Chapter 2. Algorithms are borrowed

from the public Oak Ridge National Laboratory (ORNL) research [170]. In this case, a

2000-bus test system located in the state of Texas is evaluated under EMP attack scenarios.

Similar approach as the one applied to the 150-bus test system is pursued here with the

exception that the input source impacts a concentrated small area rather than a constant

direction. PowerWorld Simulator can auto-create time and spatially-varying electric fields

associated with the de-classified EMP waveform based on the location, time functions, and

spatial functions [171].

Figure 4.13: Texas 2000-Bus Test System

The 2000-bus test system in PowerWorld Simulator is demonstrated in Figure 4.13.

The bold lines and the black dots represent the main transmission lines and substations,

respectively. Using the time varying series voltage input calculation mode, and the EMP as

the input, a time-series of the transmission line GIC DC input voltages are inserted to the
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GIC analysis platform. The EMP source location is illustrated in Figure 4.13 at the center of

the blue circle. The simulation lasts for 60 seconds according to the ORNL research [170],

and the wave shape is characterized based on the March 1989 Quebec event described

in [172], with the maximum electric field of 24 V/km. By setting the time period from 0 to

60 seconds with the time step of 10 seconds, the electric field propagates across the system

and can be recorded through contour maps. Figure 4.14 to Figure 4.18 represent the electric

field across the system captured at several selected time points. From these figures, the

observations are: (i) the electric field continues to increase and spread from the center of the

impact position, then reaching the highest value around the center at 60 seconds; (ii) some

substations which are observed heavy impacted by other areas will also spread the electric

field around themselves.

Similar to Section 4.3, the transient stability has been executed to collect the electric field

data for each substation during the event time period, effective GIC for each transformer

(total of 562 transformers) during the event time period, and the total reactive power loss

for each substation (total of 1500 substations) during the event time period, as shown in

Figure 4.19, Figure 4.20,and Figure 4.21, respectively. The transient stability test has been

extended to 80 seconds in order to observe the value variations following the event.

In Figure 4.19, Figure 4.20, and Figure 4.21, each line in different color represents

each of the transformers/substations. According to the figures, the highest electric field

intensity appears at t = 60 seconds, which confirmed the earlier results in Figure 4.18.

Also, by observing the results in Figure 4.21, the highest total reactive power loss appears

synchronously with the highest GIC, at t = 60 seconds. Plot Figure 4.20 shows the highest

effective GIC induced in transformer that appears at t = 60 seconds, concurrently at the

time stamp when the highest E-field is recorded. Similar to the analyses in Section 4.2, a

sensitivity analysis has been performed for the 2000-bus test system. Besides the line Amp

input sensitivity, an option called transformer effective GIC sensitivity analysis can identify

the transmission lines with the greatest impacts on the transformer GIC.
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Figure 4.14: The 2000-Bus Test System Electric Field Contour Map at t = 0 Second
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Figure 4.15: The 2000-Bus Test System Electric Field Contour Map at t = 20 Seconds
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Figure 4.16: The 2000-Bus Test System Electric Field Contour Map at t = 30 Seconds

47



Figure 4.17: The 2000-Bus Test System Electric Field Contour Map at t = 50 Seconds
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Figure 4.18: The 2000-Bus Test System Electric Field Contour Map at t = 60 Seconds
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Figure 4.19: The 2000-Bus Test System Substations Electric Field at t = 0 Second to t = 80
Seconds

Figure 4.20: The 2000-Bus Test System Transformer Effective GIC at t = 0 second to t = 80
Seconds

Figure 4.21: The 2000-Bus Test System Substation Reactive Power Loss at t = 0 Second to
t = 80 Seconds
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Figure 4.22: The 2000-Bus Test System Transformer Effective GIC Ranking
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Figure 4.23: The 2000-Bus Test System Transformer Effective GIC Sensitivity Analysis
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Figure 4.24: The 2000-Bus Test System Line Amp Input Sensitivity Analysis
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In the 2000-bus test system case, a concept of local geomagnetic latitude and earth

resistivity were taken into account. Unlike the 4-bus test system, when a large system

tile over a state, the geographical factors will affect the propagation of the electric field

or GIC. Therefore, an earth resistivity file and the latitude scaling was loaded into the

PowerWorld Simulator. In order to perform the sensitivity analysis, the peak surface electric

field magnitude is set to 8 V/km at a reference location in Quebec at 60 degree North

geomagnetic latitude (shown as the blue circle in Figure 4.13). The worst direction is found

93 degree by running a GIC calculation under a single snapshot input mode. Figure 4.22

is to sort which transformer suffered the most from the GIC; in this case, the transformer

in between Bus 1900 to Bus 290 has observed the most GIC of 28.6 Amps. Under the

transformer dIeffective GIC sensitivity tab, we set the assumed direction to 93 degrees, and

include Bus 1900 to Bus 290 in the sensitivity calculation; the results are demonstrated in

Figure 4.23. The dIeffective/dVoltage value indicates the change in the effective GIC for a 1

Volt variation in the induced voltage on the transmission line; it is observed in this case that

the line from Bus 1900 to Bus 1797 is responsible for most of the GIC.

Switching to line Amp input sensitivity tab, we assume the line injection is 1 Amps and

we select the two lines obtained from the transformer Ieffective GIC sensitivity analysis.

Figure 4.24 shows the result that indicates same lines, shown in the transformer Ieffective

GIC sensitivity analysis, were identified the most sensitive to the effective GIC. Hence, the

line Amp input sensitivity analysis and the transformer Ieffective GIC sensitivity analysis

are corresponded.

In conclusion, the electric field impacting a small area was simulated and propagated

throughout a time period. Contour mapping for the electric field intensity during the event

period have been executed and several time points of interest have been analyzed. The

effective GIC plot for each transformer and the reactive power loss for each transformer

have been generated. The line Amp input sensitivity analysis and the transformer Ieffective

GIC sensitivity analysis were performed and extensively evaluated.
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4.5 Conclusion

In this chapter, 4-bus, 150-bus, and 2000-bus test systems were simulated in PowerWorld

Simulator in order to better understand the EMP impacts in power systems under various

EMP attack scenarios. Several important parameters such as substations electric field, effec-

tive GIC induced in lines, and reactive power loss were evaluated and the sensitivity analysis

for line Amp input and transformer effective GIC were also performed. By summarizing

and analyzing these results, effective protection and mitigation plans against EMP attacks

could be decided accordingly.
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Chapter 5: Protection and Mitigation Plans Against EMP Attacks on Power

Systems

5.1 Introduction

According to the results achieved in Chapter 3 and Chapter 4, we observed that individual

components and substations, transformers, and transmission lines in power systems are

relatively vulnerable; hence, the protection and mitigation plans against EMP attacks need to

be investigated. In this Chapter, we first introduce the common practice and then a protection

approach applied on wires and small scale systems will be elaborated. In order to be able to

compare, we use the same data, model parameters and characteristics used in the analyses

of the Chapter 3 and Chapter 4.

5.2 Contemporary Protection Plans Against EMP Attacks

The main criteria to evaluate the priority of EMP protection are as follows: (1) assessing the

risk to society if the infrastructure is disrupted and (2) comparing the role of infrastructure

in basic functions defined in national policies, together with the amount of downtime

that can be tolerated. Such policies can be employed to determine which level of EMP

protection should be achieved for a particular infrastructure. It is recommended that for any

infrastructure supporting life or safety or the economic well-being of the society, at least a

Level 1 EMP protection capability should be attained as a near-term goal. If the loss of a

particular infrastructure will likely result in a significant loss of life or health or economic

well-being, then an EMP protection Level 2 or 3 is recommended. Few infrastructure

owners/operators will need to meet EMP protection Level 4 guidelines, as these protections

are more expensive and are developed mainly for Presidential support or strategic military

missions [127].
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A basic scheme for protecting the electronic devices against EMP attacks are to encap-

sulate the equipment in a Faraday cage. A Faraday cage or Faraday shield is an enclosure

structure used to block the electromagnetic fields outside the cage. Invented in 1836, a

Faraday cage may be formed by a continuous coverage of conductive metal materials.

The Faraday cage should be grounded directly [173]. Some implementation examples for

protection against EMP are as follows:

1. Antenna Protection: Some standard protectors can be installed on wires to protect

against EMP attacks. A device called coaxial surge protection (CSP) is a protector for

coaxial lines against lighting and also NEMP [174].

2. Power Supply Cable Protection: A protector can be used onto mobile installation or

fixed applications. These protector series are optimized to protect sensitive devices

and systems against the effects of over-voltages and fast transients and especially

suited to be used in sensitive and mission-critical defense systems [174].

3. Surge Protector: The protector is intended to protect one wire of an analog telephone

line or control signals of sensitive telecommunication, sensor or other electronic

equipment against destructive over-voltage effects. It can protect earth-free AC or DC

power supply lines, which are short-circuit current limited to less than 0.5 A against

over-voltage effects caused by NEMP, HEMP or lightning strikes [174].

4. Modular Attachment Kit: Abbreviated as MAK, it is an innovative protection concept

against lightning strikes and NEMP attacks. The MAK module is commonly used for

mobile or transportable systems such as containers,trucks or tanks that require power

supply from external wires and transportable shelters, remote signal, and antenna

lines. A MAK box frame is a seamless part of the shield—so it is a Faraday cage—

that can block EM waveforms. Mostly, the MAK can protect people from working

in the shielded room against the effects of lightning and can simultaneously protect
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electronic devices against surges due to EMP attacks or conducted electromagnetic

interference (EMI) [175].

5. EMP Shield: EMP Shield is the world’s only public military tested EMP protection

technology. The EMP Shield is installed in homes and can detect and protect all the

equipment connected to the electrical systems. This equipment can shunt (short) the

overflow voltage coming in from the grid and the voltage surges collected within

homes. This device is designed to protect an entire home from lightning, CME, power

surges, and EMPs [176].

Another approach to protect the equipment from EMP attacks is to shunt the overflow

current over the wires [177]. Several companies have developed EMP protectors that can

be installed either on power grid substations or home power lines [127, 178]. One detailed

example is about the CSP simulation of RF front end EMP protection [179]. From the

simulation results, three response processes of the protection module are shown as follows:

spike leakage, flat top leakage, and reverse pulse. With an input 4 kV square wave pulse

signal, the protective module has a fast response and can be operated first; the front stage

outputs a spike leakage voltage of less than 200 V, withstanding a large impulse voltage.

Following a multi-level step-down process, the protection module controls the spike leakage

voltage below 30 V in less than 1 ns, which reveals a promising protection on the later

circuit. In addition, if the results are to be further improved, the transmission time of the

pulse spikes can be slowed down by changing the circuit board and using microstrip lines of

dielectric substrates between each level to achieve the goal of matching between poles.

From the hardware perspective, the following could be pursued to improve the resistance

against EMP attacks:

• Design of devices with multi-layer stack and installation of high-speed devices with

shortened connections.

• The use of isolated transformer inputs, where at the same time, a common mode choke

58



coil to be connected in series on the input power line of the power chip, and a plurality

of small capacitors to be connected in parallel at the output end.

• The use of high-speed optocoupler devices to isolate the system in the grounding

metal box where the feeders are wrapped in tin foil.

• Increase in the aperture of the line and install the electromagnetic sealing gasket. For

the hole seam that can not be deepened, several small holes can be used instead of

punching or adding metal wire mesh.

For industries and governments, the contemporary protection plan against EMP attacks

can be summarized in four steps: Plan, Do, Act, and Check, shown in Figure 5.1 [180], and

a turnkey solution for EMP protection construction shown in Figure 5.2 [181].

Figure 5.1: Contemporary Protection Plan Against EMP Attacks [180]

5.3 Evaluation of Time Domain Test of EMP Shielding Effectiveness

According to the results presented in the previous Sections, a test of EMP shielding effective-

ness on the electric equipment is studied in this Section. A military standard MIL-STD-188
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Figure 5.2: A Turnkey Solution Against EMP for Industries [181]

125-1 published by the US Department of Defence specifies the protection instruction

against EMP. The standard mainly focuses on the shielding approach and surge protection

concepts [131]. The test was executed in CST Studio Suite software. Figure 5.3 shows a

setup for shielding effectiveness simulation. A perfect electric conductor plane was placed

in the middle with shielding material at the center. We set up the boundary conditions while

the wave incident is located on the left side and E-field probe on the right side. The wave

incident was pointed rightward, orthogonal to the plane. The shielding material parameters

are specified as follows: conductivity of 5000000 S/m, relative permeability of 1 [182].

The excitation signal used in this test is a Gaussian signal with the highest amplitude

of 1 V/m at 1.7 ns, and the total simulation time period of 3.5 ns [182]. Figure 5.4 shows

the probe’s feedback when the excitation signal is applied under unprotected condition.

The maximum probe electric field reading is 0.8 V/m at 4.1 ns and opposite direction of

electric field reading 0.6 V/m at 5.2 ns. Results show that the peak value of the probe for

the unprotected condition is very close to the peak value of the excitation signal. The probe
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Figure 5.3: Simulation Model Setup

detected almost all the excitation signal with very little loss [182].

Figure 5.4: Probe Reading Under Unprotected Condition

Figure 5.5 shows the probe’s feedback when the excitation signal is applied under

protected condition. The maximum probe electric field reading is 8e-6 V/m at 4.3 ns and

opposite direction of electric field reading 4e-6 V/m at 5.1 ns. The results show that the peak

value of the probe for protected condition is heavily reduced compared to the excitation

signal. Also, comparing Figure 5.5 with Figure 5.4, not only the amplitude of the detected

electric field was strongly decreased, but also the time for the first signal rise and the
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total signal period are also delayed and shortened. The probe detected almost none of the

excitation signal compared to the unprotected condition [182].

Figure 5.5: Probe Reading Under Protected Condition

In conclusion, the results show that the protection material played a crucial role to

reducing the electric field pathing through the device. Without proper protection, such as a

bare wire mentioned in Chapter 3 exposed to the environment, it may easily get destroyed by

just a small intensity of the electric field and the generated GIC to substations and generators.

With the protection material applied, the E-field detected by the probe was significantly

reduced. The test and the results have successfully reflected the coaxial wire simulation

results reported earlier in Chapter 3.

5.4 Contemporary Mitigation Plan Against EMP Attacks

While large failures in bulk power grids are rare, and there is no available record related to

EMP attacks, it is essential that the society is prepared for periods of prolonged outage as

many vital public infrastructures such as heating and cooling, water and sewage pumping,

traffic control, financial systems, and many aspects of emergency response and public

security depend on the electric power supply. The effects of power outages vary with weather,
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for different types and locations of end-users, and over different outage duration [108]. In

the event of a HEMP attack and in order to reduce the number of affected systems, the scope

of damage should be limited and the ability should be reinforced to bring the systems and

infrastructures back online and to the normal operating conditions as soon as possible. In so

doing, the following guidelines from [26] should be considered:

• Early detection and solid response plans are essential to preparedness. While detection

or prevention of an attack is beyond the purview of private stakeholders, coordination

between the military, the power industry, and other affected agencies and first responds

are needed to limit the initial damages and initiate procedures for a swift recovery of

impacted systems.

• Broader understanding within the private sector of the potential for HEMP threats

should lead to the design of more resilient components and systems. In parallel to the

hardening of existing systems, stakeholders should guarantee adequate supplies of

spare components and emergency operation procedures.

• Post-HEMP plans should focus on swift repair, re-supply, and infrastructure recovery,

as well as system-wide power coordination, from the local to national levels.

In order to mitigate the CME caused EMPs and the consequential GIC impacts, [183]

proposed a GIC mitigation algorithm that uses linear sensitivity analysis to find the best

switching strategy and minimize the GIC-saturated reactive power loss. In [184] and [185],

strategies for placing the blocking devices in transformer neutrals to mitigate the negative

GIC impacts in large-scale power systems are presented. The authors in [186] introduced a

neutral switching solution consisted of connecting switching devices at the neutral grounding

connection point of transformer banks to reduce the GIC impact during GMD events.
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5.5 Future Protection and Mitigation Trends

The tasks for building more resilience power grids against EMP is still crucial and remain

a long way to go [21]. Further plans against EMP attacks could focus on hardware (chips,

power supplies, PCB), SCADA and grid control system protection. On the devices level,

the following practices are suggested: (i) shielding and grounding processing, (ii) limiting

the coupling frequency to a narrow band by using separating filters, (iii) using components

which are not easily affected by EMP, like electronic tubes, (iv) considering the replaceability

of vulnerable components. On a system level, the following actions are recommended: (i)

electromagnetic protection to be embedded in the design practices, (ii) selection of frequency

hopping spread spectrum communication mode as far as possible, (iii) addition of auto-

closed systems to system design, (iv) design of communication networks considering N-1

scenarios. And on a national level, efforts should focus on (i) effective emergency plans,

(ii) strategies to destroy the enemy’s launch platforms, and (iii) appropriate development

of EMP weapons to achieve strategic balance. Future research and developments should

be focused on developing algorithms for detection of EMP threats, tools for blocking and

protection against EMP attacks, i.e., structural resilience, and strategies for swift response

and recovery following the EMP attacks, i.e., operational resilience. [1] [4, 126]

5.6 Conclusion

In this chapter, the protection strategies against EMP attacks were introduced and mitigation

guidelines were studied. Based on a military standard published by the US Department of

Defence, an EMP shielding effectiveness was evaluated. The result shows that an exterior

isolation or insulation material is essential to electric components in order to survive the

EMP attacks. According to the research, protection and mitigation plans against EMP,

especially HEMP attacks, are not yet fully developed and applied, and the existing power

grids are still vulnerable and not resilient to such threats.
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Chapter 6: Conclusion

6.1 Conclusion

With the increasing trend of the physical and cyber attack on power grids being realized,

the high-impact low-probability (HILP) events challenge the power system more frequently.

The weapons of mass destruction (WMD) and weapons of mass effect (WME) engenders

a significant thereat to both the power grid and the modern society as a whole. When the

prolonged electric outages caused by HILP, WMD, and WME events severely influence

the society and economics, the conventional reliability view is not sufficient to build in

system survivability against such HILP events. It is significant to understand the theory

behind the means of the attacks, and develop sufficient detection, protection and mitigation

plans accordingly. While the EMP attacks are becoming a new threat to power grids and

electronics, the society in general should plan ahead for any type of EMP attacks to the

grid and home electronics. In order to analyze the damages and consequences following an

EMP detonation and improve the power grid resilience against EMP attacks, this research

investigated electromagnetic compatibility (EMC) of some common components in power

grids; moreover, the analyses included a system-wide vulnerability assessment when facing

EMP attacks of different size and intensity. In order to fully comprehend the simulation

software principles, an electromagnetic algorithm was also studied in this research. Besides,

the existing protection and mitigation methods were investigated, and a shielding protection

method was introduced, tested, and verified through simulations.

In Chapter 3, in order to understand the characterization of EMP attacks on individual

components, some common power grid components were analyzed in CST. The simulation

gives preliminary electric field and induced current data, as well as the animated wave

incident behavior. Those data later was used to compare and verify the results from the grid

scale vulnerability simulations in PowerWorld software platform.
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In Chapter 4, in order to explore the EMP attack scenario into larger scale power systems,

3 different systems with different size, complexity, and input methods were simulated and

evaluated in PowerWorld software package. On each of these models, the electric field

and GIC caused by an EMP attack were observed and analyzed. For some models, the

time-varying effect on the entire system was presented through animated contour maps.

In Chapter 5, some existing protection and mitigation methods and guidelines were

introduced. A protection method was tested in order to explore the effectiveness of a

shielding approach against EMP threats. The future trends of defence against EMP attacks

were also elaborated in detail.

6.2 Future Research

The data obtained from the individual component shielding effectiveness could be further

utilized in the system-wide vulnerability assessments against EMP attacks. The future work

may include implementation of the work on larger power grids to verify the scalability and

effectiveness of the simulation results. Also, protection of the components through shielding

effectiveness tests can help demonstrate how the improvements in individual components

will affect the system-wide vulnerability to EMP attacks. This will guide on necessary

investment on critical components in the grid, where the protection against EMP will results

in the highest benefits system-wide.

Future research may also include investigating the EMP chained effect to the critical in-

frastructures that are connected to the power grid; for example, impacts on time-synchronized

and GPS-connected devices such as Phasor Measurement Units.
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