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Abstract

Real-Time Stability Surveillance in Power Systems: A Deep Learning Approach

Online Power System Stability assessment is a critical problem which has enormous

scope of development. Most electrical utilities investigate system stability by simulating

critical contingencies to determine the severity of transient disturbances in the system.

Assessment of power system transient stability is critical for a reliable and continuous

operation and to ensure none of the working generating units in the system go out of

synchronism. The main objective of this research is to develop a fast and robust online

transient stability assessment tool to classify the system operating states and to identify

system critical generators in case of instability. This research proposes a deep learning neural

network framework that captures the phasor measurement unit (PMU) measurements and

monitor the system transient stability in real-time. The proposed framework in a first case

study utilizes the convolutional neural network (CNN) with hypotheses CNN pooling (HCP)

to identify the system operating states and detect the set of critical generators. The proposed

framework in the second case utilizes a hybrid deep learning network consisting of CNN

and Long Short Term Memory (LSTM) called ConvLSTM network for the given problem of

system stability monitoring. The suggested CNN-HCP module and ConvLSTM module for

stability assessment and for detecting critical generators through multi-class and multi-label

classifications are tested on the IEEE 118-bus test system and IEEE 39-bus test system,

respectively, where different types of faults at different locations and under varying system

load conditions are simulated. The test results verified that our proposed framework is fast

and accurate, thereby a viable approach for online system stability monitoring applications.

Index Terms-Transient Stability Analysis, Convolutional Neural Network (CNN), Hy-

potheses CNN Pooling (HCP), Convolutional Long Short Term Memory (ConvLSTM)

Network, Phasor Measurement Unit (PMU), Deep Learning.
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Chapter 1: Introduction

There has been a rapid growth in the electric power systems since the evolution of intercon-

nected power systems in 1940. Interconnected power systems render many advantages over

the independent power systems as it represents an efficient but complicated generation, dis-

tribution and utilization of energy. Stability is a major issue in an extensively interconnected

system as the disturbances in the system propagate quickly in the entire region, thus risking

the integrity of the whole system. Loss of stability in the system can increase the possibility

of cascade tripping i.e., a large part of the system will be damaged and other systems will

be infected as well. Consequently, this can result in the system experiencing a number of

blackouts due to dynamic instability conditions during credible contingencies [1]. Many

areas of United States have experienced major blackouts or power outages over the years

caused by power system instability problems. United States history comprises of 9 worst

power outages from 1965 to 2012 which covered the West, East and Texas power grids and

it affected over 140 million customers in all. The most severe amongst them were the 1996

failure in the Western System Coordinating Council (WSCC) interconnection system and

the 2003 US-Canadian blackout which affected 50 million people from eight states in the

US and two Canadian provinces. Therefore, the need for reliable and resilient operation of

the power grid over the long run is much greater than ever before [6] [7].

Reliability of a power system signifies the ability to supply sufficient electric energy on

continuous basis with fewer interruptions over an extended period of time. The term

"reliability" in a power system refers to two components viz. security and adequacy

[8]. Security of a power system is accomplished with the ability of the power system to

endure unexpected disturbances such as electrical short circuits or unanticipated failures of

system elements, without interruption of the electric service to the consumers at satisfactory

frequency and voltages. Adequacy can be referred to the ability of the power system to
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System Security Analysis
YES

NO

NO

YES

Figure 1.1: Operation State flow-chart for System Security [1]

supply aggregate electrical demand and energy needs at all times, taking into account the

anticipated and reasonably expected unplanned failure of the system elements. Typically,

power system reliability (and resilience) enhancement can be achieved through reliability

(and resilience) enhancement techniques, health monitoring, and maintenance planning and

scheduling of the grid components over time. While there are many efforts in the literature

(including many of those published and presented at the GW Smart Grid Laboratory) in

different domains (electric generation, transmission, and distribution) on enhancing the

network and component reliability, cost-efficiency, and resilience through advanced smart

grid technologies [9–78], such improvements in the component and infrastructure may be

a medium-term and long-term effort (e.g., preventive maintenance plans) which may not

be accomplished in a short time frame [9, 79–99]. Reliable operation of the grid requires
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advanced tools for online power system stability surveillance that can process massive data

corresponding to a wide range of network connectivity and generation dispatches during

normal and abnormal conditions. Figure 1.1 depicts a flow-chart of the power grid operating

states by continuous evaluation of system states to assure secure and reliable operation of

the grid along with the necessary actions needed to be taken during abnormal conditions.

1.1 On the Concept of Power System Stability

Power system stability has been recognized as an important problem for secure system

operation since the 1920’s [100, 101]. The importance of power system instability has been

brought into notice by the occurrence of many major blackouts in the system [102]. In a

power system, the synchronous machines are continuously operating in synchronism. A

stable power system condition requires that these synchronous machines must maintain

synchronism under all steady-state conditions. During a disturbance in the system, the

system establishes a force in order to normalize or stabilize the system operating state.

Definition:"Power system stability is the ability of an electric power system for a given

initial operating condition, to regain a state of operating equilibrium after being subjected

to a physical disturbance, with most system variables bounded so that practically the entire

system remains intact." [2]. The definition applies to an interconnected power system as

a whole. The system integrity is maintained when practically the entire power system

remains intact without the tripping of generators or loads, except for those disconnected

by isolation of the faulty components and purposely tripped to ensure the operational

continuity of the rest of the system. Stability is a condition of equilibrium between opposing

forces [2];instability is a result of a sustained imbalance between these opposing forces

in case of a disturbance. The power system is a highly non-linear system that operates in

a constantly changing environment; loads, generator outputs, topology and key operating

parameters change continually. A remote generator or any particular loads or load areas may

lose stability (out of synchronism for generators, running down in case of loads) without

3



cascading instability of the main system. The stability of the system depends on the nature

of the disturbance and also, on the initial operating condition when exposed to a transient

disturbance. The high dimensionality and complexity of the stability problems has drawn

attention towards importance of simplifying assumptions and evaluation of different types

of problems using the right degree of detail for system representation.

A wide range of disturbances both small and large disturbances are observed in a power

system [47–50, 52–54]. Small disturbances include load changes that occur continually and

the severe one’s include short circuit on a transmission line or loss of large generator. A

power system must be capable enough to withstand small disturbances occurring at different

times in the system; adapt itself to the changing conditions and operate in a satisfactory

manner [47–49]. At times, it is even expected to survive numerous sever disturbances

except for the conditions where the disturbance may result in structural changes due to

isolation of faulty elements. If the power system is stable after a transient disturbance, it

will gain a new equilibrium state with practically the entire system intact; the actions of

automatic controls and possibly human operators will eventually restore the system to a

normal operating state [103]. On contrary, if the system becomes unstable, it will result

in a run-down condition, such as a progressive increase in separation of rotor angles or a

progressive increase in bus voltage magnitudes. For a particular physical disturbance, a

power system may be stable at an equilibrium set, or unstable otherwise. It is practically

and economically impossible to design a power system to be robust for every possible

disturbance. The selection of design contingencies are done based on the consideration that

they have a high probability of occurrence. Therefore, stability of a large disturbance always

refers to a specified disturbance condition. A stable equilibrium set has a finite region of

equilibrium, i.e., the larger the region, the more robust the system with respect to large

disturbances [2].

A disturbance in power systems may lead to a response which involves many equipment

such as, a fault on a critical element followed by its isolation from the system will cause ad-

4



verse effects in the system. The protective devices used to protect individual equipment may

counter the variations in the system variables and, thereby, affect the system performance

factor. Due to the modern power system being a very high-order multi-variable process

influenced by a wide array of devices with different response characteristics, instability in a

power system may occur in various different ways depending on several factors such as type

of the disturbance, system operating state when disrupted and its topology. Traditionally,

stability has been directly linked with the maintenance of synchronous operation, since

power systems rely on synchronous generators for the generation of electrical power. The

dynamics of generator rotor angles and power angle relationships is the major influence over

this aspect of stability. Several other factors other than loss of synchronism of the generator

machines can lead to instability conditions in power systems. For instance, instability in

load voltage or in the system frequency may occur, ultimately lead to black-out in few

cases. Since power systems undergo continuous fluctuations of small magnitudes, stability

assessment during the instance of specified disturbances becomes important and it is valid

to consider that the system is initially in a true steady-state operating condition [2].

1.2 Power System Stability Classification

On a broader view, power system stability is considered to be a single problem; however,

various types of instability problems that may occur in a power system is difficult to be

understood and dealt with. Stability analysis which includes identification of key factors

contributing to instability and the development of methods to improve stable operation,

is greatly facilitated by classification of stability into appropriate categories [104]. This

illustrates importance of classification of power system stability problems for meaningful

practical analysis of the system. Classification is justified theoretically by the concept of

partial stability of a power system [105] [106]. The classification of power system stability

proposed in [104] is based on the following considerations:

• The physical nature of the resulting mode of instability as indicated by the main

5



Figure 1.2: Classification of Power System Stability [2]

system variable in which instability can be observed.

• The size of the disturbance considered, which influences the method of calculation

and prediction of stability.

• The devices, processes and the time span to be considered to assess the system stability

conditions.

Figure 1.2 shows the overall classification of power system stability, identifying its

categories and sub-categories. Short-term voltage stability includes dynamics of fast acting

load components such as HVDC converters, induction motors and electronically controlled

loads. Long-term stability is associated with disturbances present for longer durations which

causes adverse effects on large-scale systems resulting in inconsistency between generation

and consumption of power. The long-term and mid-term stability are comparatively recent

additions to the literature on power system stability. In mid-term stability, the focus is on

synchronizing power oscillations between machines, including the effects of some of the

slower phenomena and possibly large voltage or frequency excursions [104].
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Rotor Angle Stability: There are possibly three different forms of instability conditions

in a power system: rotor angle instability, voltage instability and frequency instability.

The ability of the interconnected synchronous generator machines in a power system to

remain in synchronism is known as Rotor Angle Stability. As seen from the Figure 1.2,

rotor angle stability has two main sub-classes: small disturbance (steady-state) stability

and large disturbance (transient state) stability. Small disturbance stability is directly

dependent on initial operating state of the system. The reason of instability in this case

may be due to (i) the increase in rotor angle because of lack of synchronizing torque, or

(ii) increase in rotor oscillations amplitude because of insufficient damping of oscillations.

Small disturbance stability problems can be global or local in nature. Global problems

are caused by interactions between large groups of generators and they have widespread

effects on the power system. Whereas, local problems are associated with local plant mode

oscillations of a single power plant and it involves a small part of the power system. The

time-frame consideration of small disturbance stability studies is normally around 10 to 20

seconds following a disturbance. On the other hand, large disturbance stability, also called

as transient stability, is dependent on both the initial operating condition of the system and

severity of the disturbance in the system. Instability is caused mainly due to insufficient

synchronizing torque resulting in aperiodic angular separation, demonstrating first swing

instability; however, a local plant swing mode or a slow inter-area swing mode may cause a

wide rotor angle excursion beyond the first swing. The time-frame consideration in case

of transient stability studies is typically 3 to 5 seconds but may extend to 10 to 20 seconds

following the disturbance for large systems. Stead state stability as well as transient stability

are further categorized as short term phenomenon.

Voltage Stability: Voltage Stability refers to the ability of a power system to main-

tain acceptable voltages at all buses under normal operating condition and on undergoing

a disturbance. Voltage stability is related to maintenance and restoration of equilibrium

between demanded load and supply from the power system. The possible adverse effects
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due to voltage instability are loss of loads, tripping of transmission lines or other elements,

cascading outages and these may further result in loss of synchronism of generators. The

main reason for voltage instability is voltage drop occurring due to the flow of active and

reactive power through inductive reactances of the network. Although voltage drop being

the common contributing factor to this instability condition, the risk of overvoltage insta-

bility also exists. The problem of uncontrolled overvoltages is due to the self-excitation

of synchronous machines which arises when the capacitive load of the machines is im-

mensely large. Similar to the classification of rotor angle stability, voltage stability is also

classified into two sub-categories: large disturbance voltage stability and small disturbance

voltage stability. The ability of the voltage stability is determined by the system and load

characteristics and the interactions of both discreet and continuous controls. Monitoring

of the non-linear response of the power system over a period of specified time to track

the interactions and performances of devices helps to determine large disturbance voltage

stability. The time-frame consideration for large disturbance voltage stability may extend

from few seconds to tens of minutes. Small disturbance voltage stability is influenced by

continuous controls and discrete controls at any given time and characteristics of loads. This

concept is utilized to determine the behaviour of the system voltages in response to small

system changes at any given instant. A combination of linear and non-linear analysis of

system equations in a complementary manner is typically utilized to identify the stability

influencing factors. The time-frame consideration of small disturbance voltage stability is

similar to the prior one and therefore, voltage stability in general can be either short-term or

long-term. The distinction of voltage stability with rotor angle stability is on the basis of

specific set of opposing forces experiencing a sustained imbalance and the system variable

in which the resulting instability is evident.

Frequency Stability: When being subjected to a severe disturbance in the power system

leading to imbalance between generation and load, its ability to maintain steady frequency is

known as Frequency Stability. Frequency stability is related to maintenance and restoration
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of equilibrium between system generation and load with minimum loss of load. Sustained

frequency swings which could possibly result in tripping of generating units or loads are the

main causes of this instability condition. Frequency instability is associated with problems

such as poor coordination of control and protective elements, inadequate responses of

equipment or dearth of generation reserve [107]. As identified in 1.2, frequency stability can

be classified as short-term or long-term phenomenon. Short-term frequency instability is the

formation of an undergenerated island with insufficient underfrequency load shedding such

that frequency decays rapidly causing blackout of the island within a few seconds [107].

Frequency instability caused because of more complex situations such as speed turbine or

reactor control and protection are long-term phenomena [108].

Amongst these different categories of power system stability, this research will focus

on the first category, i.e., the rotor angle stability in general and the transient stability in

particular. In short, the stability study involving large disturbances due to imbalance between

mechanical input and electrical output powers. The focus being on first swing periodic drift,

the transients can be observed in fraction of a second and several simulation time-steps to

study the system. It occurs when the system lacks synchronizing torque or when an unstable

control action is taken [109].

1.3 On the Concept of Transient Stability Analysis

Transient stability is the ability of a power system to withstand a sudden change in generation,

load, or system characteristics without a prolonged loss of synchronism [110]. A transient

disturbance in the network or generator may cause some oscillations as the mechanical

torque is incapable of balancing out the transient variation in electric torque. Electrical

power output of a synchronous machine can be resolved into product of electrical torque and

speed. Further, after a transient disturbance in the system, the change in electrical torque
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Figure 1.3: Demonstration of the Power Grid Transient Stability [3]

can be resolved into two components:

∆Te = TS∆δ +TD∆ω (1.1)

Ts∆δ is the component of torque that is in phase with the rotor angle change. This is know

as the "synchronizing torque". TD∆ω is the component of torque that is in phase with the

speed change. This is known as the "damping torque" [3].

Both of these torque components act on each generator in the system. Loss of synchro-

nism is the result of insufficient synchronizing torque which can be prevented if enough

magnetic flux can be produced when there is occurrence of a transient change in the electrical

torque. When the rotor accelerates in relation to the stator flux, the rotor angle increases

due to mechanical torque being higher than the electrical torque. In this case, high positive

voltage to the alternator field by the exciter system can increase the excitation. Conversely,

during the cases of decreasing rotor angle, application of high negative voltage to the

alternator field to decrease the excitation is necessary.

The major concerns related to transient stability are observed following the effects of the

generator asynchronism or transmission line disturbances. Figure 1.3 shows the behaviour

of a generator post-fault condition. A transmission fault in the system causes the generator
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Figure 1.4: Effect of Fault Clearing Time on Power Grid Transient Stability [3]

electrical output power to be reduced to a greater extent (at point 1). The difference between

the electrical power and the mechanical power causes an increase in the power angle (at

point 2). Post-fault clearance, the electrical power is restored to an appropriate level which

corresponds to a point on the power angle curve (at point 3). When the fault is cleared,

one or more transmission elements are removed from the system, thereby increasing the

electrical power of the generator above the turbine power. This will lead the generating unit

to decelerate (at point 4). The generator synchronism with the power system depends on the

retarding torque whether it is sufficient or insufficient to make up for the acceleration during

the fault.

For a fault on the transmission line, power system stability depends on the clearing

time of the fault [3]. As shown in Figure 1.4, when the fault clearing process is slow, the
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extended period of fault allows the rotor to accelerate further along the curve of electrical

power output. whereas, faster fault clearing time prevents the acceleration of rotor much

sooner, assuring the system is recovered with sufficient amount of synchronizing torque.

For transient stability analysis, the system needs to be analyzed using the non-linear swing

equation that describes the rotor acceleration/deceleration with regards to the load changes

or current flow in the stator circuit [111–113].

1.4 Problem Statement

Transient Stability Assessment is the most critical to perform and monitor in power systems.

Various industry-grade transient stability simulation tools give considerably different results

for similar power system models [114]. In a running system, many small anticipated and

unanticipated changes are occurring which underlines the need for an adaptive and intelligent

method to determine the transient instability in the system. Transient stability assessment,

as a mechanism to capture the power system dynamic security conditions, plays a significant

role in day-to-day power system operation. This is particularly critical due to the following:

(i) continuing growth in the system interconnection size and complexity; (ii) proliferation of

renewables and rushing arrival of uncertainties; (iii) the increasing demand for electricity. As

the power system operating point is reaching the stability limit and its control becomes more

challenging and difficult, the instability problem is more likely to occur [115], which would

potentially lead to system outages and blackouts [116]. Therefore, the online monitoring of

electric power system becomes more and more important in order to evaluate and enhance

the performance of the system operation at different loading levels due to extensive number

of system contingencies. The main responsibility of the independent system operator is

to manage power system security at all operating conditions well ahead of time. There is

an increased risk of generator machine losing synchronism during abnormal conditions

occurring due to system instability. Thus, along with accurate online monitoring of the

system to determine its operating state, the behaviour of all the generators connected in the
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system must be monitored to keep the generators in synchronism.
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Figure 1.5: Power System Operating States

It is important to know the operating states that a power system may experience in

real-time operation which are explained as follows:

• Normal State: In this state, the system parameters such as voltage, frequency, current

etc. are within the normal and desired range of operation.

• Alert State: In this state, all system parameters are within an acceptable range but

very close to their limits.
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• Emergency State: In this state, some system parameters are outside their acceptable

range and some loads may lose power. This may lead to system disintegration.

• Extremis State: In this state, partial or system wide black-out may occur.

• Restorative State: In this state, the system goes into a process of restoration by

reconnecting system elements and re-synchronizing generators to achieve the normal

operating state.

Figure 1.5 shows the "Dy-Liacco diagram" which displays detailed description of

different operating modes in a power system [117].

The classical analysis of power system stability requires a complete system modeling

and is time consuming for large power systems in addition to the dependence of the dynamic

behavior on the load conditions and the severity of critical contingencies on the system

operations [1]. Therefore, development of real-time computational tools for online mon-

itoring of power system transient stability is the main target of this research thesis. The

post-fault contingencies need necessary measures to release the effects of the fault on the

system, thus the system operator needs fast and accurate online monitoring tools to activate

the correct control measures during an abnormal operating condition. Due to the uncertainty

associated with large scale power system operation, it is important to detect the critical

generator machines well ahead of time to reduce the effects of large disturbances on the

system stability and ensure a stable operation of the power system at all times.

In the proposed framework for online power system stability surveillance, firstly, the sys-

tem variables (voltage, current, voltage angle) data is obtained from the phasor measurement

units (PMU) installed at all generator buses. In addition to the PMU system parameters, rate

of change of angle i.e. frequency is used as the fourth variable. Also, rotor angle and rotor

speed of the machine are used as two different variables along with the four variables men-

tioned above. Although rotor angle and rotor speed measurements are not directly available

from PMU measurements, they can be estimated using various dynamic state estimation
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methods [118–123] . Hence, for the proposed online power system stability monitoring

model, these six variables are used as the input data. The proposed framework for power

system surveillance is divided into three parts viz. collection of data from PMUs, offline

training of the deep learning neural network model and online application in real-time to

monitor the power system stability. This research study involves application of the proposed

model on two different power system test cases using different deep learning models in each

case. For the first case study, Convolutional Neural Network (CNN) with Hypotheses CNN

Pooling (HCP) model is tested on the IEEE 118-bus test system and for the second case

study, a hybrid model combining CNN and Long-short Term Memory (LSTM) model is

applied and analyzed on the IEEE 39-bus test system.

1.5 Thesis Outline

Chapter 1 gives a detailed overview on the theoretical aspects of power system stability.

Further, it introduces different types of stability problems occurring in power systems and

describes transient stability analysis in detail. The chapter draws the attention to the main

research problem resolved in this thesis.

Chapter 2 provides a historical background on the stability problems in power grids and

summarizes a detailed description and formulation of the various approaches used to assess

the transient stability over the period of the past century. Further, the thesis introduces two

case studies with two novel approaches for the transient stability assessment. The main

focus of the implementation of the proposed techniques is to improve the performance of

the online transient stability assessment compared to the previously developed models. A

reference on utilizing heat-map images to monitor the stability of the power system is being

implemented in this thesis research.

In Chapter 3, the method of converting the system measurements from PMUs located at

generator buses to the heat-map images is demonstrated. There is a use of data which are not

directly available from PMUs but can be formulated using dynamic state equations; hence,
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Chapter 3 explains the formulation derivation of such system variables such as rotor angle

and rotor speed using damper current windings. The chapter presents the proposed CNN

model with the use of HCP pooling for performance enhancement on detection of critical

generators in case of instability conditions. The proposed deep learning neural network is

displayed and described in detail with related mathematical equations. The process of data

collection and processing of different types of faults at various loading levels in the IEEE

118-bus test system is explained. Further, the numerical results of the proposed model is

analyzed and compared with previously proposed models.

In Chapter 4, a similar approach for tracking the stability of the power system in real-time

using heat-map images is justified with improvements in addition accountable data and

expansion of scope of training the deep learning model for more severe disturbances in order

to build a highly robust and secure online monitoring assessment tool. The proposed deep

learning network developed for this study is the hybrid Convolutional LSTM approach which

is being implemented on the IEEE 39-bus test system to test its results and performances.

Further addition of system variable to the already existing set of variables in a data matrix to

enhance the reliability of the proposed model and inclusion of dual-order fault contingencies

in the training data set are shown in this chapter. The numerical results of the proposed

advanced ConvLSTM model are discussed and a conclusion is drawn based on the obtained

results. Lastly, a conclusion based on the two different approaches used for transient stability

assessment is done along with an explanation of the future research work that could be

possibly achieved in this area of study.
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Chapter 2: Literature Review

2.1 Background on Power System Stability Problems

Considering numerous types of power system instability problems that have emerged over

the last century, various different methods such as stability theories, control technologies

and computational tools were developed in response to the power system stability analysis

problems. Review of the history of this topic to better understand the different methodologies

used previously to tackle the stability problem is necessary in order to develop advanced

strategies and modern solutions that can holistically address the challenges. The attention

towards stability problem was drawn back to 1925 when problems associated with remote

power plants feeding load centers over long transmission lines were encountered [109].

Steady-state and transient state instability often led to limitation of power transfer capability

due to insufficient synchronizing torque as the exciters and voltage regulators were not the

advanced ones that are seen today.

Initially for the early systems, graphical methods like Equal Area Criterion (EAC) and

power circle diagrams were developed. With the growing system sizes and interconnected

systems coming into picture, the system became more complex and thus leading to more

complex stability problems. 1930 saw the development of network analyzer to analyze

power flows in the grid and improve the stability calculations. Thereafter, development

of electronic analog and digital computers after 1950 changed the face of power system

stability analysis. After 1960s, large interconnected systems came into picture when the

power systems in United States and Canada were joined as two major east and west sys-

tems. During early 1970s, large system breakdowns due to frequency instability led to the

study of associated problems and development of dynamic simulation programs for their

analysis. Most industry efforts were concentrated on transient stability problems leading to

development of powerful simulation programs capable of modeling large complex power
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systems. Due to advancements in all sectors of the society, there has been an increased stress

on the grid operation which have resulted in numerous challenges for its secure operation.

Increasing complexity in power systems and consideration of all forms of instability prob-

lems require careful planning and modeling of the power grid. In recent years, significant

progress has been made to develop better tools and techniques for power system stability

analysis.

2.2 Review of Transient Stability Analysis Methods

As stated in the previous section, the first method developed for stability analysis was the

graphical methods such as EAC and the power circle diagrams. These methods were typically

applied to the early systems which were represented as two-machine systems [124]. As the

complexity and the system size grew, these methods were soon outdated as the problems

became too complex to be dealt with these graphical methods. For multi-machine systems,

the traditional methods through time-domain simulations (TDS) [125] which are efficient for

critical fault clearing (CCT) time calculation is the mainstream Transient Stability Analysis

(TSA) approach in power systems. However, it requires high computations for solving

non-linear differential algebraic equations and it is not suitable for online applications due

to its computational complexity. Application of Transient Energy Function (TEF) [126],

which is used to determine CCT for TSA of multi-machine power systems was based on

classical models. Using TEF, CCT could be determined accurately with comparatively

less computational time than TDS or any other numerical methods, but it still suffers from

modeling limitations which eventually affects simulation of large power systems. Partial

energy function (PEF) [127] which compare the potential and kinetic energy values of

the system against the reference values for calculation of CCT have presented drawbacks

in accurately estimating the actual energy values in practical scenarios. Energy function

methods and their variations are abundantly used with limited success in stability analysis

of large-scale power systems. A method was proposed to decompose multi-machine system
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into two subsystems, such that each subsystem is replaced by an equivalent machine to

replicate it like a two-machine system [128]. Further, the two-machine system is reduced to

a single machine infinite bus model (SMIB) [129]. For the reduced SMIB model, Extended

Equal Area Criterion (EEAC) is used to calculate the CCT for transient stability analysis.

EEAC and other trajectory convexity-concavity methods that assess the transient stability

based on the SMIB model are computationally more efficient, but the performance accuracy

is being compromised.

The latest methods proposed are based on the time-series models for time-adaptive

transient stability assessment in power system. In recent years, many techniques based

on data driven models and machine learning analytics have been explored to assess the

system stability performance via online fault detection and classification [130–136]. There

have been studies based on Support Vector Machine (SVM) machine learning methods

[132, 137, 138] for assessing power system transient stability which were found successful.

In comparison with various other machine learning models such as decision tree, regression,

multi-layer perceptron or rule based methods mentioned above, SVM methods have shown

far more effective and superior results for transient stability assessment. SVM is seen to

produce better results while assessing transient stability; however, in certain situations,

inaccurate information of post-fault conditions lead to significant degradation of the model

performance. Long short-term memory (LSTM) [139] methods are effective while dealing

with feature extraction in time dimension, but due to their disadvantages in parallelization,

training stability and inference speed, feed forward models in time-series classification

are preferred. Thus, the need for a more robust models which are independent of various

drawbacks faced with different machine learning techniques is evident.

2.3 Formulation of Traditional Transient Stability Analysis Models

If a severe transient disturbance occurs in power systems, adverse effects such as loss of

load, loss of generator or transmission system faults are encountered potentially leading to
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loss of synchronism. In such cases, within two to three seconds following the occurrence

of the disturbance, transient instability is evident. Before the introduction of formulations

for some of the TSA methods, it is essential to understand swing equation to represent the

dynamics of the system.

Swing Equation: The rotational dynamics of the synchronous generator machine is

given by the swing equation which is used in stability analysis. When a disturbance is

subjected into the machine, the fixed position of the rotor and resultant axis is disturbed due

to acceleration or deceleration of the rotor [4]. The swing equation of a power system is

given as:

Mδ̈ +Dδ̇ +PG(δ ) = P0
M (2.1)

where M , H/π f0

H is the per unit inertia constant,

H ,
W 0

kinetic

S3φ

B

=
kineticenergy

3− phaseapparent power
(2.2)

D , 2 k ω0 / S3φ

B

PG(δ ) is the electrical power in p.u.

P0
M is the mechanical power in p.u.

δ is the relative angle of the electric power

k is the damping constant

ω0 is the base electrical frequency in rad/sec

With an idea of the swing equation, the formulations of some of the traditional ap-

proaches of transient stability analysis are discussed below.

Equal Area Criterion: For a SMIB system, solving the swing equation is not required

to determine the increase or decrease in the rotor angle values. Assume a purely reactive

system with constant mechanical power Pm and constant voltage for transient reactance for

the system. Assume a 3-phase fault appearing in the system and it is being cleared at t=0.
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Figure 2.1: Power-Angle Characteristic of the Power System

The power-angle characteristics of the system when the line is opened to clear the

fault are described in Figure 2.1. In the figure, δ 0 and δ s are the pre-fault and post-fault

stable equilibrium points of the system. When the fault takes place in the system, generator

accelerates as the electrical power output almost goes to zero and the power angle δ increases

and when the fault is cleared by removing the faulted line, the electrical power rises above

the mechanical power, the generator decelerates and the angle δ decreases and reaches a

minimum value from where it starts increasing again. The generator angle will settle down

at δ s after oscillating there for sometime because of system damping. The peak angle δ m

can be determined for a given clearing angle of δ c by equating area Aa ( accelerating area)

to area Ad (decelerating area).

The expression for Aa and Ad are given as follows:

Aa =
∫

δ c

δ 0
(Pm−P f

e )dδ (2.3)

Ad =
∫

δ m

δ c
(Pp

e −Pm)dδ (2.4)

where, P f
e is the electrical power during fault and Pp

e is the electrical power after fault.

21



PE

KE

PE
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In a transient stable system, maximum Ad is greater than Aa i.e (Ad > Aa). When Ad and

Aa are equal (Ad = Aa), the maximum CCT is achieved.

Lyapunov’s Method: According to M. Lyapunov, in a non-linear dynamic system of

dimension n, the stability of the equilibrium is stated as:

ẋ = f(x), f(0) = 0 (2.5)

Lyapunov’s theorem states that if there exists a scalar function V (x) for Equation 2.5

that is positive-definite around the equilibrium point “0” and the derivative V̇ (x) < 0, then

the equilibrium is asymptotically stable [140]. V̇ (x) < 0 can be obtained as:

V̇ (x) =5V T · f(x) (2.6)

V (x) is a generalization of the concept of energy of the system. Lyapunov’s sum of energy

functions have provided the best results over other Lyapunov functions. In power world,

Lyapunov’s method has become the so called Transient Energy Function method [140].

Time Domain Simulation (TDS): TDS deals simultaneously with the system differen-

tial equations and algebraic equations to simulate the dynamic behavior of the power system
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under fault conditions [1]. TSA is usually performed in system planning and the methods

used for TSA analysis is time-domain numerical integration. TDS starts by solving load

flow problem which gives pre-disturbance state data. The estimation of the system variables

at the next time step can be performed using values of the current time step by integration

techniques [141]. The swing curves that represent the rotor angle of each generating machine

are compared with each other to determine if the rotor angle difference of any two machines

exceed the limit of 360 degrees. The system becomes transiently unstable if the angular

difference exceeds the predefined limit. Critical Fault Clearing Time (CCT) is the longest

fault duration that prevents any generator to go out of synchronism in the system such

that power system is transiently stable. CCT associated with any particular contingency

depends on the configuration of the system and loading level during fault occurrence. In

order to calculate CCT, TDS method is applied for all industrial system planning during

contingencies. In many previous work based on stability monitoring, CCT has been used as

an index to monitor the power system transient stability. CCT is utilized for TSA to identify

stable and unstable cases and select the most severe contingencies.

Online or offline estimation of CCT is done to specify transient stability index, but the

computation is time consuming. Bisection technique to evaluate CCT using TDS helps to

reduce the computation time to some extent [142]. The flow chart of the Bisection technique

is illustrated in Figure 2.3 [1]. The technique starts from initial fault clearing time (FCT) and

if the CCT is found within the time boundaries (t0 ± σ ), the CCT can be estimated using

Bisection technique. For the stable system, lower limit (t1) is replaced by the mean value

(tmid), otherwise, higher limit (t2) is replaced by the mean value (tmid) during the next step

calculation. The CCT is selected as higher limit when the acceptance tolerance, ε , between

the limits is satisfied. Upon estimation of CCTs, the set of contingencies are ranked and

the contingency with the lowest CCT value is categorized as the most severe contingency.

The time required to classify the system operating states based on calculation of credible

contingencies is still high to be implemented in online applications.
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Figure 2.3: CCT Estimation using Bisection Technique

Transient Energy Function (TEF): Since the potential energy (PE) and kinetic energy

(KE) are constant, the total energy of the system in terms of δ can be stated as:

V (δ ) =
Mδ̇ 2

2
+
∫

δ

δ 0
P(u)du (2.7)

At equilibrium point, both PE and KE are zero, and hence, the after the fault clearance,

the system energy is described as:
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V (δ (t)) =
Mδ̇ 2

T
2

+
∫

δT

δ 0
P(u)du (2.8)

The potential energy curve shown in Figure 2.2 helps in transient stability analysis. As

the rotor angle reaches δmax, the system becomes unstable such that if the fault is not cleared,

the rotor angle trajectory will diverge towards δ u. In a SMIB system, from Equation 2.5 and

definition of PEmax, V (δT ) < PEmax. Therefore,

Mδ̇ 2
T

2
+
∫

δT

δ 0
P(u)du <

∫
δu

δ 0
P(u)du (2.9)

Hence, the condition for stability is defined as follows:

Pm(δT −δ
0)<

∫
δu

δT

P(u)du (2.10)

2.4 Summary

In this chapter, a review of power system stability problems is described in detail. The

origin of the stability problems and the development of stability measures taken over the

period of last century is being discussed. The adverse effects on the operation of power

system due to instability and some of the major system collapses in history are specified in

the first part of this chapter. The second section of the chapter discusses various transient

stability analysis methods. The traditional methods which were used in the last century

along with the changing approaches towards stability problems to meet the requirements

of the complexity in the power systems were introduced in brief. Also, the recent methods

involving data-driven techniques and machine learning algorithms is described and their

shortcomings which are constantly overcome using the most advanced methods is brought

to attention. The third section illustrates the formulations and mathematical modeling of the

traditional techniques of transient stability analysis such as Lyapunov’s method, EAC and

TEF which were explained in detail.
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Chapter 3: Online Transient Stability Assessment using Deep Learning CNN and

HCP Approach

3.1 Introduction

In this chapter, a real-time framework is proposed for online monitoring of the power system

transient stability. The proposed monitoring system utilizes available measurements—

voltage and current magnitudes, voltage angle and frequency (rate of change of phase

angle)—obtained from phasor measurement units (PMU) distributed across the grid. Using

these measurements from PMUs, the measures for rotor angle can be easily estimated

using various dynamic state estimation methods [118] . The deep learning network used

in the proposed system is the convolutional neural network (CNN), which takes the heat-

map representation of the aforementioned variables measured from PMUs and rearranged

over a three-dimensional (3D) matrix as the input [143]. Each heatmap is a 3D matrix

of the measured variables over a window of fixed length and the measurements are taken

in overlapping time windows. The proposed network is a Y-net architecture [143] which

detects the operating status of the system and the critical generators in case of unstable

scenarios. This involves two different classifier networks, i.e., multi-class classification

for predicting the state of the system and multi-label classification for identifying the

critical generators. For the second multi-label classifier, a flexible hypotheses CNN pooling

(HCP) [144] approach is proposed in which CNN outputs from different hypotheses are

aggregated with max pooling to produce ultimate multi-label predictions to aggravate

accurate identification of the system critical generators over all other previously proposed

models. The performance of both proposed techniques is compared and the results are

analyzed under different conditions in power system. The information obtained from the

proposed deep learning framework can be used for planning mitigation strategies to arrest

the propagation of the instability in interconnected power grids.
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3.2 Rotor Angle Estimation

This chapter presents a method for rotor angle estimation using the measurements obtained

from PMUs. In steady state condition, the rotor angle of the generator is directly available

from its phasor diagram by using the current measurements and the terminal voltage [104,

145, 146]. However, during transient conditions, the reactances of the machine change their

effective values and the estimation of the rotor angle from the PMU measurements is not

straightforward as in the case of steady state conditions. There are various methods of

estimating the rotor angle during transient conditions such as by solving dynamic equations

of the machine [147], by estimating transient reactances from terminal measurements

[148] etc. The rotor angle estimation method considered here is using the damper current

measurements [5].

The process of rotor estimation method is described as shown in Figure 3.1. Once

the fault takes place in the system, the estimation process is triggered and the process is
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continued till the machine reaches the steady state operating condition.

The electrical torque of the generator machine is given by the equation below using the

values Ld , Lq, iD, iQ, id , iq and other known parameters of the machine [5].

Te = (Ld−Lq)idiq + kMF iF iq +(kMDiqiD− kMQidiQ) (3.1)

The swing equation of the generator is given by the equation below:

2H
ωs

dω

dt
= Tm−Te = Ta (3.2)

The accelerating or decelerating torque at the nth instant on the rotor can be found from

the equation below:

Ta(n) = Tm−Te(n) (3.3)

Using equation 3.3 in equation 3.2 and integrating it, the speed of the rotor can be

calculated using the following equation,

ω =
∫ Ta

2Hωs
dt (3.4)

The rotor angle can be obtained by integrating the speed of the rotor as follows,

δ =
∫
(ω−1)dt (3.5)

The above equation helps in estimating the rotor angle of the generator using PMU

measurements during a transient condition (post disturbance).

3.3 Background on CNN and HCP Neural Network Models

Within the family of neural networks, and to train the data with grid-like topology such as

images etc., deep CNN has been one of the greatest breakthroughs [149]. CNN consists

of convolutional layer, pooling layer and fully connected layers (FCs). When applied
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to single-label (multi-class) image classification, CNN can handle well-aligned images

very well; however, for multi-label image classification, there arises complexity of miss-

alignments and occlusion which would lead to relative inaccuracy in the prediction of such

multi-label classification. On the other hand, HCP additionally consists of max pooling layer

compared to CNN. It is a flexible deep CNN structure which can help alleviate these issues,

since HCP takes segment hypotheses as the input which are generated by object detection

techniques, and then connects a shared CNN to each hypotheses, finally aggregating single-

label predictions from different hypotheses into the multi-label results [144].

A standard convolutional neural network for image recognition is shown in Figure 3.2.

The input to the network is an image. The input layer is usually followed by convolutional

layers [143]. Each unit in a convolutional layer is connected only to a few neighborhood

neurons in the previous layer allowing for local connectivity [149]. The first convolutional

layer consists of neurons which are meant for extracting some elementary features. The

features extracted by convolutional layers are then combined by different higher layers to

form complex features. In order to incorporate invariance to translations or distortions, all

neurons in a convolutional layer share the same weights. This causes the same elementary

feature detector to be applied across entire input image which is equivalent to convolution

operation with a suitable-sized kernel. The output of such a set of units is called as feature

map and the common weight vector is called a filter. Since units in a feature map extract

similar features throughout the entire image, a convolutional layer is composed of several

feature maps in order to extract multiple features from the image.

Typically, the features are extracted from the input data via the convolutional layer by

the convolution kernel, defined by,

O j
C = f

(
∑

i∈M j

xi ∗ ji j +b j

)
(3.6)

where O j
c is the jth feature map of the convolution layer, xi is the input image set, ki j is the
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Figure 3.2: Architecture of a Standard CNN Model

convolution kernel corresponding to Oc and xi, b j is the bias. ∗ stands for the convolution

operation and f is defined as f = max{0,x}.

The pooling layer extracts the important features from the convolutional layer, the output

of which can be formulated as

O j
P = f

(
β jdown(O j

C)+b j

)
(3.7)

where down sampling function is represented and β j is the jth multiplier of the pooling

layer. The fully connected layer may consist of multiple hidden layers and its output can be

generally represented in the following form

ŷ = σ(wOP +b j) (3.8)

where w is the weight and σ is the activation function. Suppose vi is the output vector of the

ith hypotheses from the shared CNN and vi j is the jth component of vi. The max pooling

layer can be then formulated as

v( j) = max
(

v( j)
1 ,v( j)

2 , · · · ,v( j)
m

)
(3.9)
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where v j can be considered as the predicted value for the jth category of a given image.

For a multi-label classification, yi = [yi1,yi2, · · · ,yic] is the label vector of the ith image.

If the image is annotated with class j, then yi j = 1 or else yi j = 0. The probability vector for

ith image is defined as p̂i = yi/||yi||. The cost function to be minimized is then defined as

J =
1
M

M

∑
i=1

c

∑
k=1

(pik− p̂ik)
2 (3.10)

where M stands for the number of images.

The final output of the first classifier is obtained through a softmax operator. Softmax

function calculates the estimated probability scores for each individual class. These scores

are useful in deciding the most probable class for each input pattern. The activation function

used at the output layer for the second classifier is the sigmoid function. In sigmoid activation

function at the output layer, the neural network models probability of a class as a Bernoulli

distribution. Sigmoid function [150], unlike softmax, does not give a probability distribution

around different classes as the output, but provides independent probabilities. Multi-label

classification tasks are not mutually exclusive and each class is independent; therefore, this

function allows for such types of classifications.

The Adam optimizer is usually used to solve the CNN models and it obtains estimates

of the first (mt) and the second (vt) order moments of the gradient as follows,

mt+1 = β1mt +(1−β1)gt (3.11)

vt+1 = β2vt +(1−β2)g2
t (3.12)

where β1, β2 are user-defined constants and the estimates mt , vt are initialized by

zero vectors. Assume gt=g(θt) and let g2
t be the vector whose components are squares of

components of gt . These estimated moments are then used to update the parameters at time

t as follows,
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Figure 3.3: Proposed Framework for Power System Stability Surveillance using CNN-HCP

θ
i
t+1 = θ

i
t −

η√
vi

t + ε
mi

t (3.13)

where,

θ i
t denotes the ith parameter value at time t. mi

t and vi
t are the ith components of the

corresponding vectors.

3.4 Proposed Framework

The proposed framework for the case study in this chapter is illustrated in Figure 3.3. The

application of the CNN model along with HCP network for detection of critical generators

and operating states on the IEEE 118-bus test system is illustrated in this chapter. This

chapter gives a detailed information about collection of data, pre-processing of data and

application of the proposed deep learning neural network. The data obtained from PMUs

is first used for offline training of the pre-built hybrid deep learning model. The trained

model is then used for online assessment of the power system stability and to identify sets

of critical generators in real-time. The results of the application of the proposed network for

the given transient stability problem is explained towards the end of the chapter.
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Figure 3.4: 3D Data Matrix Representation for CNN-HCP Model

3.4.1 Training Data Acquisition

The parameters used for training the model are the current and voltage magnitudes, rotor

angle, voltage angle, and frequency. The training data is collected from PMUs located at all

generator buses across the network, the data on which is obtained through TSA simulations

on the IEEE 118-bus test system in the PowerWorld software environment. The IEEE

118-bus test system comprises of 118 buses, 54 generating units, 99 load points, and 177

transmission lines. The TSA simulations are conducted for various types of faults (3-phase

balanced faults on each bus and on each transmission line at three different locations of

25%, 50% and 75% of the line length) and under varying loading conditions in the system.

Each simulation is run for a period of 20 seconds and a time-step of 0.02 seconds is used

throughout, such that 1000 timestamp recordings are available for each contingency. For

each contingency, the fault is created exactly at t = 1s and the fault is simulated for 8 cycles

(i.e., 0.1333 seconds), after which it is cleared. All such contingencies including bus faults

and transmission line faults are repeated for several load levels in the system (base load and

-3%, -2%, -1%, +1%, +2%, +3%, +5% and 7%), for which the load flows are converged.
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3.4.2 Data Pre-Processing

In order to monitor the system transient stability in real-time, the surveillance system needs

to continuously analyze the power system parameters over few time-steps. All parameters

described in Section 3.4.1 are observed over a sliding window of time stamps, lets say t

time-stamps. Therefore, at every sampling instant, the sliding window consists of (t−1) past

measurement recordings and one current measurement recording. The observed raw data is

rearranged and transformed into a three-dimensional vector (timestamp, generator number,

parameter) as shown in Figure 3.4. There are 54 generators (G1 to G54) on Generator

axis and 5 parameters in all on Parameter axis. Also, a range of timestamps exist on the

Time axis. The length of each observation window is 5 timestamps and the sliding step is 1

timestamp.

A heat-map image of this three dimensional matrix is created for each sample, i.e., the

data matrix for each sample is rendered a color image of size T ×N×P, wherein T is the

length of the observation window, N is the number of generators, and P is the number of

parameters. Therefore, the size of each heat-map image for any particular fault scenario

is considered constant and it is 5×54×5. The representation of stable and unstable cases

for bus and transmission line fault is shown in Figure 3.5. The demonstrated heat-maps are

obtained by rearranging the data from 3D into a 2D matrix form (54 × 25) through stacking

all 5 timestamps on the parameter axis.

3.4.3 Transient Stability Index

Transient stability assessment in power systems is captured using Transient Stability index

(TSI). If a disturbance occurs and is cleared exactly after 8 cycles (t = 1.1333s), then the

state of the system following the contingency can be theoretically determined via the TSI,

which is defined as
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(a) Bus Fault Stable (b) Bus Fault Unstable

(c) Transm. line fault Stable (d) Transm. line fault Unstable

Figure 3.5: Visualization of the Extracted Features from Data Matrix in Stable and Unstable
Cases for 118-Bus Test System.

η =
360◦−|∆δ |max

360◦+ |∆δ |max
(3.14)

where ∆δmax is the maximum rotor angle separation between any two generators following

the fault. The system stability profiles obtained through the simulations are classified stable

or unstable based on the value of η . A system is considered stable if η > 0, otherwise the

system would be labelled as unstable. If a case is classified as an unstable case, and the

angle separation of certain generators from the rest of the generators is more than 360◦, then

that set of generators is classified as critical for that particular contingency. The system

operating states are distinguished into six different classes as shown in Table 3.1.

The system operating state is differentiated based on various events of interest taking
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Table 3.1: Possible System State Labels based on Observed Data Matrices

Class 1 : No Disturbance Class 4 : Fault Clearance
Class 2 : Fault Occurrence Class 5 : Return to Stable State
Class 3 : Fault Duration Class 6 : Unstable State

place in the system. A detailed description of these events and the classification of these six

different classes are described as follows:

• Class 1: All the observed data matrices belong to the pre-fault operating time.

• Class 2: Any observed data matrix that covers the instant timestamp of the fault

occurrence.

• Class 3: All the observed data matrices which cover exactly the timestamps that lie

between fault occurrence and fault clearance (without instant timestamps of either

fault occurrence or fault clearance).

• Class 4: Any observed data matrix which covers the instant timestamp of the fault

clearance.

• Class 5: During post-fault clearance period, all the observed data matrices which

reveal the stable state.

• Class 6: During post-fault clearance period, all the observed data matrices contain

the instant timestamp of unstable states and all the timestamp afterward. Each data

matrix is here associated with a set of critical generators.

The training data is generated following Section 3.4.1, and is classified and labeled ac-

cordingly based on Table 3.1. It is then used to train the deep learning model presented

next.
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Figure 3.6: The Proposed CNN Architecture with Hypotheses Pooling

3.4.4 Proposed CNN-HCP Architecture

The suggested Y-net CNN architecture is shown in Figure 3.6, where firstly smaller candidate

windows are selected within the input image as hypotheses by a hypotheses selection process.

The selected hypotheses are fed into two convolutional layers to compress the split image

into feature maps. After extraction of features from the data matrix, the network is divided

into two different branches. The upper branch in the network, shown as Classifier 1, works

as a multi-class classifier which detects the system stability. The lower branch shown

as Classifier 2 performs a multi-label classification which identifies the system critical

generators. Within Classifier 1, the extracted feature is fed into ReLu and fully connected

layers, softmax is then used to give the output. For Classifier 2, the extracted feature acts

as an input to the shared CNN and fuses individual hypotheses scores with a max pooling

operation. Unlike Classifier 1, Classifier 2 uses a sigmoidal activation function. To integrate

both branches, errors in both classifiers are back propagated together during the training

process.
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3.5 Numerical Results and Analysis

The IEEE 118-bus test system is used as the test platform, where a total of 5652 contingency

scenarios are simulated including different types of faults under varying loading levels.

The data set is randomly split into the training and validation test sets, and the represented

results are averaged over these trials. The number of sample windows in Class 5 (stable post

transient disturbance) is much larger than the other classes, whereas, in Class 2, Class 3 and

Class 4 the number of samples is relatively lower. Hence, to balance the data for training the

NN, sum-sampling is used to represent the data in equal proportions in the training dataset.

Additionally, the input data for the training datasets in all the unstable cases of Class 6 are

modified to specify the indication of any critical generators in each particular unstable case.

The performance of the proposed model has been tested under no noise consideration.

The implementation of the CNN algorithm is achieved in Tensorflow 1.14.0 with

NVIDIA GeForce RTX, 64GB GPU (CUDA 10.0) support. The NN is trained with Adam

Optimizer with a batch size of 64. The data matrix of the PMU readings generated through

simulations in PowerWorld Simulator are used as the input to train the NN. The size of the

input data matrix is very small (5x54x5)—the equivalent heat-map image size is (54x25)—

compared to the normal image size (300x300) or (512x512). Therefore, while training the

CNN module, a comparable image-size and a similar kernel size is used. The consideration

of smaller image size works better as there is a need to look for global features in the data

matrix and not local features. A similar kernel size to the size of the input image reduces

additional computational burden.

In our online monitoring system, along with the accuracy of the model, another critical

factor is the time taken for computation of the outputs in both introduced classifiers. The

time required for computing the final output of a given sample window should be extremely

low for the monitoring system to be considered viable in real-time applications.

The bar graph in Figure 3.7 represents the training time and the online monitoring time
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Figure 3.7: Training and Testing Time for CNN and CNN-HCP Models

Figure 3.8: Confusion Matrix Representing Accuracy of the CNN-HCP Model

computed on two different models. The first model is the CNN model [149] (without HCP

Framework) and the second model is the proposed flexible CNN-HCP framework used for

detection of system critical generators. The time calculated for the final output of both

models is 4.94ms and 9.2ms, respectively. Thus, although the proposed model is a bit slower

in monitoring, it is still efficient enough to work in real-time. Furthermore, the training time

for this model is relatively higher than that in traditional CNN model which is 2.67 minutes.

The time required for training the proposed CNN-HCP network for the studied 118-bus test

system is 8.06 minutes and the training is done offline.
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The confusion matrix in Figure 3.8 shows the overall accuracy in detecting the system

operating state for different load conditions during the testing process. For each class, 3000

samples are taken for testing purposes. The labels in the True Label stand for the true class

of the testing data and the Predicted Label stands for the classified results of the CNN-HCP

model. As the result shows, 91.1% samples are correctly classified to detect Class 2 and

1.4% of the samples are mistakenly classified as Class 6.

The greater training and testing time comes with an increased accuracy rate for the

suggested hybrid model in this chapter. The bar graph in Figure 3.9 represents a similar

accuracy rate for classifying the state of the system and a considerable increase in accuracy

rate while detecting the critical generators when the system is trained for the entire dataset

(including all types of faults at all varying load conditions specified in Section 3.4.1).

Secondly, the proposed model is tested on the base and varying load conditions separately

and compared with the CNN model in [149]. In all the given test cases, the results represent

that the suggested CNN-HCP model outperforms in all conditions as compared to the

previously studied CNN model in [149] which does not use the HCP framework for multi-

label classification. For the base case load, when trained for 3-phase faults on buses

and transmission lines at three different locations, the total number of 628 contingencies

are considered. For the varying load conditions (±2 and 3%), a total number of 2512

contingencies are modeled for training, which includes all different types of faults. In both

load conditions, the results of the Classifier 1 obtained from both frameworks reveal a similar

accuracy rate. However, the accuracy rate of Classifier 2 from the proposed framework

shows a significant improvement, compared with that from [149], which verifies that the

proposed framework can be more robust when it comes to detecting the set of critical

generators in power systems following a transient disturbance.
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Figure 3.9: Detection Accuracy at Base Load and Varying Load Conditions

3.6 Summary

This case study presents an advanced deep learning framework for online detection of

unstable operating states in power systems and real-time identification of system critical gen-

erators following disturbances. The proposed framework utilizes phasor measurements from

PMUs at the generator buses and classifies the events based on the features extracted from

the measurements. In the proposed framework, CNN is used to classify two different outputs

simultaneously, which consists of multi-class and multi-label classifications, followed with

a suggested HCP technique for the latter classification. The performance of the proposed

framework is tested on a variety of scenarios and under varying load conditions. Simulations

verified that the proposed framework with HCP reveals a more accurate outcome compared

to the traditional CNN models. The suggested model comes with a higher accuracy at the

trade off of the computing time, yet computationally-efficient and applicable to applications

in online setting.

41



Chapter 4: Online Transient Stability Assessment Using a Hybrid Deep Learning

Convolutional LSTM framework

4.1 Introduction

This chapter gives an insight on the real-time monitoring of the power systems transient

stability using a different deep learning approach along with developments to the framework

in terms of robustness to a variety of fault conditions and advancements in the data used for

training the online monitoring model. Similar to the previous model, the work proposed in

this chapter for real-time monitoring utilizes measurements available from PMUs located at

each generator buses, including voltage, current, voltage angle and frequency. In addition

to the measurements obtained from PMUs, rotor angle values are calculated using the

dynamic state estimation methods and the available measurements. Additionally, a new

system variable in the form of rotor speed is also added to the data set in the following

work. The addition of a new system variable to the data set will improve the potentials of

the deep learning neural network to extract additional features from the data while training

the model. The deep learning network used in the proposed study is the Convolutional

Long-short term memory (LSTM) network, which takes a heat-map representation similar

to the one in the previous chapter but with addition of a sixth variable to the heat-map

data from the PMUs and rearranged over a 3D matrix as the input. Each heatmap is a

3D matrix of the measured (and estimated) variables over a window of fixed length and

the measurements are taken in overlapping time windows. The proposed deep learning

neural network in this chapter is a dual output problem detecting the operating state and

the critical generators in the system. Therefore, a Y-net architecture with two outputs, one

as the multi-class classifier and the second one with multi-label classifier, is used. For

the time-series characterized data, an interesting approach is to use a model based on the

LSTM architecture. The output of the Convolutional LSTM layer, which is a recurrent
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Figure 4.1: Basic Structure of the LSTM Cell

layer is a combination of a Convolutional and the LSTM output, wherein the internal matrix

multiplications are replaced by convolutional operations unlike LSTM layers [151]. The

performance of the proposed technique in this chapter is compared with previous models

and results are analyzed under different fault conditions in the power system. The advanced

deep learning framework can be utilized by the independent system operator to ensure an

uninterrupted operation of the grid and for planning mitigation strategies in facing with the

instability scenarios.

4.2 Background on ConvLSTM Neural Network

Xingjian Shi introduced the Convolutional LSTM (ConvLSTM) as a variant of LSTM in

2015 [152] to learn spatial information in the dataset. To learn ConvLSTM, it is important

to know a brief insight of LSTM networks. For sequence modeling, LSTM has been proven

stable and powerful for modeling long-range dependencies due to its nature as a special

RNN structure [153–156]. Figure 4.1 [157] shows the basic structure of the LSTM cell with

input gate it , output gate ot , forget gate ft and final state ht . The memory cell ct in a LSTM

network acts as an accumulator of state information. The controlling gates help in accessing,

writing and clearing information in a cell. For a new input instance, the information of the

incoming input gets accumulated in the cell only if the input gate it is activated. In case the
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forget gate ft is on, the past cell ct information will be forgotten in the process. The new

incoming cell is propagated to the final state ht and it is controlled by the output gate ot .

The use of cell and gates to control information flow is advantageous as it prevents the

gradient from vanishing too quickly by trapping it in a cell. The formulations of a version of

LSTM called fully-connected LSTM (FC-LSTM) with input, cell output and final state in

1D vectors are shown below [153]. Here, "◦" denotes the Hadamard product:

it = σ(Wxixt +Whiht−1 +Wci ◦ ct−1 +bi) (4.1)

ft = σ(Wx f xt +Wh f ht−1 +Wc f ◦ ct−1 +b f ) (4.2)

ct = ft ◦ ct−1 + it ◦ tanh(Wxcxt +Whcht−1 +bc) (4.3)

ot = σ(Wxoxt +Whoht−1 +Wco◦ ct +bo) (4.4)

ht = ot ◦ tanh(ct) (4.5)

The FC-LSTM network has proven to produce good results over the years, but it also

has some drawbacks and problems of redundancy for the data. To overcome the drawbacks

of FC-LSTM, an extension to it containing convolutional structures in input-to-state and

state-to-state transitions was proposed in [152]. The usage of full connections in input-to-

state and state-to-state transitions of FC-LSTM is its major drawback. The ConvLSTM

determines the future state of a certain cell in the grid through its local neighbour’s inputs

and past states [152]. The formulations related to the ConvLSTM network are given in the

equations below:
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Figure 4.2: Inner Structure of the ConvLSTM

it = σ(Wxi ∗Xt +Whi ∗Ht−1 +Wci ◦Ct−1 +bi) (4.6)

ft = σ(Wx f ∗Xt +Wh f ∗Ht−1 +Wc f ◦Ct−1 +b f ) (4.7)

Ct = ft ◦Ct−1 + it ◦ tanh(Wxc ∗Xt +Whc ∗Ht−1 +bc) (4.8)

ot = σ(Wxo ∗Xt +Who ∗Ht−1 +Wco ◦Ct +bo) (4.9)

Ht = ot ◦ tanh(Ct) (4.10)

where ”∗ ” denotes the convolutional operator, X1,...,Xt are the inputs, C1,...,CT are the

cell outputs, H1,...,Ht are the hidden states and it , ft , ot are the input, forget and output gates,

respectively. The main difference between the FC-LSTM and ConvLSTM is the number of

input dimensions [158]. FC-LSTM is better suited for one-dimensional data as the input and

ConvLSTM is designed for three-dimensional input data. The difference in the formulations

of FC-LSTM and ConvLSTM is the convolutional operation (∗) which is substituted for

the matrix multiplication. ConvLSTM is composed of similar convolutional structures as

in the operation of CNN; however, its special internal design makes it possible to capture
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Figure 4.3: Proposed Framework for Power System Stability Surveillance using ConvLSTM

information from the input easier into its memory cells [159].

The inner structure of the ConvLSTM is shown in Figure 4.2 [152]. The 3D data with a

size of T x N x P is given as the input to each memory cell in the ConvLSTM. There are

three special gate units as shown, which makes it possible to extract more discriminating

feature representation for a classification problem [159]. The convolutional kernel for 2D

and 3D ConvLSTM differs as 2D input has convolutional filter with k x k kernel in the cell

while the 3D input has a convolutional filter with k x k x d as the kernel, where "k" is the

kernel size and "d" is the depth of the convolutional filter.

4.3 Proposed Framework

The proposed framework for the second case study is illustrated in Figure 4.3. In this chapter,

a case study on the IEEE 39-bus test system has been carried out using an advanced Hybrid

Deep Learning ConvLSTM model for detection of operating state and critical generators

during a transient disturbance. Further, the chapter explains the process of data-collection

and data cleaning; and a detailed description of the proposed deep learning neural network

on the generated datasets. Compared to the proposed model in the last case study, this study

has a similar set-up of three different steps viz. data collection, offline training, and online

application. The results of the application of the upgraded neural network model for the
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Figure 4.4: 3D Data Matrix Representation for ConvLSTM Model

given transient stability problem is explained in the later stage.

4.3.1 Training Data Acquisition

The parameters used for training the model are the voltage magnitude (V ), voltage angle

(θV ), rate of change of phase angle i.e. frequency (F), rotor angle (ω), rotor speed (δ ) and

current magnitude (I). The training data is collected from PMUs located at all generator

buses across the network, the data set which is obtained through TSA simulations on the

IEEE 39-bus test system in the PowerWorld software environment. The IEEE 39-bus test

system comprises of 39 buses, 10 generating units, 31 load points, and 46 transmission lines.

The TSA simulations are conducted for various types of faults: 3-phase balanced faults on

each bus and on each transmission line at 50% of the line length and under varying loading

conditions in the system. In this study, dual contingencies in the system are also considered

such as faults on 2 elements in the system. All combinations of either bus and transmission

line or any two transmission lines in the system are considered to train the neural network to

detect the critical generators in case of instability.
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For the given case study in this chapter, six system variables are used as compared to

five in the last test case. Four of which are directly obtained from the PMUs and the other

two viz. rotor angle and rotor speed, are assessed using the dynamic state equations. The

formulations for rotor speed and rotor angle using the damper current measurements are

given in Section 3.2. Rotor speed can be calculated using Equation 3.4 and rotor angle can

be calculated integrating the equation for rotor speed shown in 3.5.

Each simulation is run for a period of 20 seconds and a time-step of 0.02 seconds is

used throughout, such that 1000 timestamp recordings are available for each contingency.

For each contingency, the fault is created exactly at t = 1s and the fault is simulated for 8

cycles (i.e., 0.1333 seconds), after which it is cleared at t = 1.1333s. All such contingencies

including bus faults and transmission line faults are repeated for several load levels in the

system (base load, +1%, +3%, +5% and +7%), for which the load flows are converged.

4.3.2 Data Pre-processing

In order to monitor the system transient stability in real-time, the surveillance system needs

to continuously analyze the power system parameters over few time-steps. All parameters

described in Section 4.3.1 are observed over a sliding window of time stamps, lets say t

time-stamps. Therefore, at every sampling instant, the sliding window consists of (t−1) past

measurement recordings and one current measurement recording. The observed raw data is

rearranged and transformed into a three-dimensional vector (timestamp, generator number,

parameter) as shown in Figure 4.4. There are 10 generators (G1 to G10) on Generator

axis and 6 parameters in all on Parameter axis. Also, a range of timestamps exist on the

Time axis. The length of each observation window is 5 timestamps and the sliding step is 1

timestamp.

A heat-map image of this three dimensional matrix is created for each sample, i.e., the

data matrix for each sample is rendered a color image of size T ×N×P, wherein T is the

length of the observation window, N is the number of generators, and P is the number of
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(a) Bus Fault Stable (b) Bus Fault Unstable

(c) Transmission line fault Stable (d) Transmission line fault Unstable

Figure 4.5: Visualisation of the Extracted Features from Data Matrix in Stable and Unstable
Cases for 39-Bus Test System

parameters. Therefore, the size of each heat-map image for any particular fault scenario

is considered constant and it is 5×10×6. The representation of stable and unstable cases

for bus and transmission line fault is shown in Figure 4.5. The demonstrated heat-maps are

obtained by rearranging the data from 3D into a 2D matrix form (10 × 30) through stacking

all 5 timestamps on the parameter axis.

The formulation equation for transient stability index used is the same as given in

Equation 3.14. The distribution of operating states before and after the clearance of a

transient disturbance in the system is given in Table 3.1. The description of each of the

six different operating classes is taken as described in Section 3.4.4. The training data

generated follows the formulation and segregation of classes as mentioned in the last chapter.

Thereafter, it is used to train the proposed deep learning neural network.
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Figure 4.6: The Proposed ConvLSTM Architecture

4.3.3 Proposed Hybrid ConvLSTM Architecture

The suggested ConvLSTM architecture with a Y-net structure is shown in Figure 4.6. It is

evident from the figure that the heatmap input is firstly passed through ConvLSTM layer in

which valuable information from the input data is extracted in each of the ConvLSTM cells.

The extracted features from the input data are fed through max pooling layer to reduce the

spatial size of the data representation and computations in the network. The max pooling

layer operates on each feature map independently. Further, the input is fed through another

set of ConvLSTM and max pooling layers before passing through the dropout layer which

is used to prevent the model from over-fitting. Dropout layer forces the network to learn

more robust features and almost doubles the number of iterations required for the model to

converge [160]. However, the time taken for training each epoch is lessened.

On extraction and reduction of features from the data matrix, the network is divided

into two branches to form a Y-net structure. Since the case study focuses on detecting

operating state and critical generators, a multi-output network is expected in the form of

Y-net structure. The upper branch in the network, producing output 1, works as a multi-class

classifier which detects the system stability. The lower branch producing output 2 performs

a multi-label classification which identifies the system critical generators. In case of both
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the classifier branches, the output from the dropout layer is fed into multiple fully connected

layers and ReLU activation function. The fully connected layer represents feature vector of

the input. This feature vector consists of vital information which is important to classify the

features from the input data matrix. The ReLu is the max function with input data X which

can be represented as [161]:

ReLU(x) = max(0,x) (4.11)

By the use of ConvLSTM and max pooling layers, valuable features extracted are

fed to the classification layers to predict the conditional probability distribution as given

below [159]:

P(y = i|x,W,b) =
e(Wix+b)

∑
N
j=1(e

(W jx+b))
(4.12)

where W is the weight and b is the bias of the classification function. Additionally, the final

classification result is obtained from cross entropy used as the loss function described below:

Lloss(Y,Ỹ ) =−∑(Y · log(Ỹ )) (4.13)

where Y is the ground truth and Ỹ is the corresponding predictive value of the proposed

deep model. For optimization of the loss function, Adam optimizer is used to obtain the

probability value of each pixel.

4.4 Numerical Results and Analysis

The IEEE 39-bus test system is used as the test platform, where a total of 16,200 contingency

scenarios are simulated including different types of faults under varying loading levels. In

the previous case study, only single contingency analysis i.e. disturbances at only one

element in the system at any given time were considered and the model was trained for

the generated single contingency fault scenarios. However, in the current study of 39-bus

test system, along with the fault scenarios at single elements, cases of occurrence of faults
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at two elements in the system is also considered and the model is trained accordingly for

dual contingency scenarios. The entire data consisting of single and dual fault contingency

scenarios is obtained by simulations in the PowerWorld software environment. The data set

is randomly split into the training and validation test sets, and the represented results are

averaged over these trials. The number of sample windows in Class 5 (stable post transient

disturbance) is much larger than the other classes, whereas, in Class 2, Class 3 and Class 4

the number of samples is relatively lower. Hence, to balance the data for training the neural

network, sum-sampling is used to represent the data in equal proportions in the training

dataset. Additionally, the input data for the training datasets in all the unstable cases of Class

6 are modified to specify the indication of any critical generators in each particular unstable

case. The performance of the proposed work has been tested under no noise consideration.

The proposed model is trained with Adam Optimizer with a batch size of 512. The size

of the training data in mat files is nearly 9.12GB. The training epoch used is 100; and it took

about 12h to learn from the data (for ConvLSTM). Jaccard Accuracy is used to measure the

predicted accuracy of the training case and the test case in real-time. The implementation of

the ConvLSTM algorithm is achieved with the following configurations:

• CPU: Intel R© CoreTM i9-9900 Processor @ 5.00 GHz.

• RAM: 64GB 2133MHz DDR4 ECC Reg.

• GPU: Nvidia GEFORCE RTX 2080 Ti @ 14000 MHz

• SSD: 2Tb 3D TLC NAND flash @ upto 500k IOPS

• Framework: Tensorflow 1.14.0, Python 3.7

The data matrix of the PMU readings generated through simulations in PowerWorld Sim-

ulator are used as the input to train the neural network. The size of the input data matrix

is very small (5x10x6)—the equivalent heat-map image size is (10x30)—compared to the

normal image size (300x300) or (512x512). Therefore, while training the CNN module,
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(ms)

Figure 4.7: Comparison of Online Testing Time for CNN, CNN-HCP and ConvLSTM
Models

a comparable image-size and a similar kernel size is used. The consideration of smaller

image size works better as there is a need to look for global features in the data matrix and

not local features. A similar kernel size to the size of the input image reduces additional

computational burden.

In our online monitoring system, along with the accuracy of the model, another critical

factor is the time taken for computation of the outputs in both introduced classifiers. The

time required for computing the final output of a given sample window should be extremely

low for the system to be considered viable in real-time.

The bar graph in Figure 4.7 represents the online monitoring time computed on two

different models. The first model is the standard CNN model [149] with convolutional

and pooling layers, the second model is the flexible CNN-HCP framework proposed in

the previous chapter used for detection of system critical generators and the third model

is using the hybrid ConvLSTM network with LSTM layers combined with convolutional

computations for better accuracy. The time calculated for the final output of all three models

are 4.94ms, 9.2ms and 9.32ms, respectively. Thus, although the proposed ConvLSTM model

is slightly slower in monitoring, it is still efficient enough to work in real-time. Due to
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Figure 4.8: Confusion Matrix Representing Accuracy of the ConvLSTM Model

the inclusion of data scenarios wherein consideration of faults at dual elements at a time

is taken into account, the enormous data leads to higher training time as compared to the

other models. However, since the training of the model is done offline, it does not affect

the online monitoring system as the proposed model detects the output in 9.32ms which is

much lower than the time-step of 0.02s considered for each fault case.

The confusion matrix in Figure 4.8 shows the overall accuracy in detecting the system

operating state for different load conditions during the testing process. For each class,

3000 samples are taken for testing purposes. The labels in the True Label stand for the

true class of the testing data and the Predicted Label stands for the classified results of the

CNN-HCP model. As the result shows, 100% samples are correctly classified to detect

Class 1 and Class 2; whereas 97.7% samples are correctly classified to detect Class 3 and

1.9% of the samples are mistakenly classified as Class 5. Similarly, 99.9% and 97% samples

are correctly classified to detect Class 5 and Class 6 respectively; 0.1% of the samples are

mistakenly classified as Class 6 instead of Class 5 and 2.9% of the samples are mistakenly

classified as Class 5 instead of Class 6.
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Figure 4.9: Detection Accuracy Rate at Different Load Levels using the ConvLSTM Model

The greater training and testing time comes with an overly increased accuracy rate

for the suggested hybrid model in this chapter. The bar graph in Figure 4.9 represents an

improved accuracy rate of about 98 % for classifying the system operating state and an

increased accuracy rate of over 90% for detecting the set of critical generators for all test

cases when the system is trained for the entire dataset (including all types of faults at all

varying load conditions specified in Section 4.3.1). The proposed model is tested separately

for base case load condition, varying load condition and also with consideration of entire

data together including base case and varying load levels. As compared to the results in the

previous chapter, the ConvLSTM model proposed in this chapter outperforms all the other

deep learning techniques applied for power system stability monitoring. For the base case

load, when trained for 3-phase faults on buses and transmission lines at center of the line

length, and combination of faults on two elements in the system, the total number of 3240

contingencies are considered. For the varying load conditions (1%, 3%, 5% and 7%), a total

number of 12,960 contingencies are modeled for training, which includes all different types

of faults. The results for base case load and varying load levels differ slightly, but for all

the cases shown in Figure 4.9, the accuracy rates are similar. For both classifier outcomes,
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the proposed framework shows a significant improvement compared to the other models

discussed in the Chapter 3. The discussion of the proposed framework and its results verify

that the ConvLSTM model can be more robust and reliable when it comes to monitoring the

power system stability following a transient disturbance.

4.5 Summary

This case study presents an advanced ConvLSTM deep learning framework for online

detection of unstable operating states in power systems and real-time identification of

system critical generators following disturbances. For the study discussed in this chapter,

measurements from PMUs are utilized and the features from the PMU data are extracted to

classify events based on the classes described in Section 3.4.4. In the proposed framework,

ConvLSTM layers along with max pooling layers are used to extract valuable features

from the data matrix and the extracted features are passed through classification layers like

fully connected layers and ReLU activation function. The performance of the proposed

framework is tested on a variety of scenarios and under varying load conditions. Simulations

verified that the proposed framework with a hybrid deep learning model reveals a more

accurate outcome compared to all the applied models. The suggested model comes with a

higher accuracy at the trade off of the computing time, yet computationally-efficient and

applicable in online settings.
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Chapter 5: Conclusion

5.1 Concluding Remarks

Online monitoring of the power grid stability is crucial for operation of liberalized and

integrated modern-world power systems where the system experiences greater uncertainties

and fluctuations compared to the past. There is a dire need for fast and effective tools

for power system stability surveillance against different types of instability problems the

system may go through. Enhancement of the power system stability assessment methods in

a modernized power system is much needed. Therefore, the research demonstrated in this

thesis provides an effective way of assessing transient stability in power grids in real-time

using the advanced deep learning neural network tools. The proposed methodology is based

on two different deep learning models. During an instability condition in the system, the

possibility that a generator machine goes out of synchronism increases. For a particular

disturbance occurring in the system, one or more than one generator machine in the system

may be severely disturbed and run out of synchronism. Hence, along with monitoring the

system stability, identification of the set of critical generators that are severely disturbed is

necessary to be assessed. Therefore, the study in this thesis not only provides a model for

monitoring the system operating states, but also a tool for online detection of system critical

generators in case of transient disturbances.

The thesis includes two case studies with two different deep learning models imple-

mented on two different IEEE test systems in order to verify the results as compared to the

state-of-the-art models. An upgrade over the previous approach of using heat-maps for the

purpose of power system stability surveillance has been demonstrated by using detailed

information of the system variables for more robust and accurate monitoring results. The

study presented in this thesis utilizes additional system variables to build a robust model

which yields more accountable outcome. The use of advanced hybrid deep learning models
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viz. CNN with HCP (for improved multi-label classification of critical generators) and

ConvLSTM (use of convolutional computations in LSTM layers) has been accomplished for

the proposed problem.

The first case study utilizes deep learning CNN algorithm with hypotheses pooling on an

IEEE 118-bus test system and the numerical results are discussed and verified by comparing

with the traditional CNN method in Chapter 3. The second case study is implemented on

an IEEE 39-bus test system using the hybrid deep learning algorithm which utilizes CNN

and LSTM methods called ConvLSTM network and the numerical results are presented in

Chapter 4. The proposed neural network models can be utilized to make the power grid more

stable and robust against large disturbances. The proposed online stability monitoring tools

can help to determine the abnormal operating conditions and unstable generator machines

in real-time.

5.2 Future Work

The extension of the project could be to implement the work on a larger real-world power

grid to test the variations in the results accuracy and computational effectiveness for real-

time applications. The advancements in the field of neural networks and deep learning are

moving at a rapid pace; therefore, the next step could be to use an advanced deep learning

algorithm which could process the images to train the model for better accuracy and faster

monitoring of the system. Current work trains the deep learning models offline based on the

historical data which could be applicable in real-time. However, a big step ahead could be

to use reinforcement learning for power system stability surveillance which can train the

deep learning models online simultaneously with the present data while also monitoring

the system at the same time. The utilization of artificial intelligence for online training and

online applications of the monitoring system could be a huge step in this direction.
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Appendix 1: Case Study I Data for the IEEE 118-Bus Test System

In case study I, the implementation of the CNN-HCP NN model is pursued on

the IEEE 118-bus test system shown in Figure 1 [162]. The information regarding the

case summary of the specified model is shown in Table 1 and 2. The transient stability

analysis simulations are run in PowerWorld software environment for faults at each bus and

transmission line. The machine models, exciter, governor and stabilizer of the generators

and other general information are provided in Table 3. The values of model parameters used

for modeling the generator machines is shown in Table 4 and 5. The table includes generator

information for 19 generators with real power data only. Along with information regarding

generation of power system, loading information at the base case is given in Table 6.

Figure 1: IEEE 118-Bus Test System
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Table 1: IEEE 118-Bus Test System Case Summary

Case Information
Name of Device No. of Devices
Buses 118
Generators 54
Trans. Lines 177
Transformers 9
Loads 91
Islands 1
Slack Bus 1 (Bus 69)
Zones 1

Table 2: Case Totals

For In-service Devices
MW Mvar

Load 4242.0 1438.0
Generation 4374.4 793.9
Shunts 0.0 -84.8
Losses 132.5 -559.7
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Table 3: Generator General Information

Generator Information
Generator
Bus
Number

Gen
MW

Gen
Mvar

Machine
Model

Exciter Stabilizer Governor

10 450 -51.04 GENROU IEEET1 IEEEST IEEEG1
12 85 91.27 GENROU IEEET1 IEEEST IEEEG1
25 220 49.80 GENROU IEEET1 IEEEST IEEEG1
26 314 9.90 GENROU IEEET1 IEEEST IEEEG1
31 7 31.98 GENROU IEEET1 IEEEST IEEEG1
46 19 -5.23 GENROU IEEET1 IEEEST IEEEG1
49 204 115.65 GENROU IEEET1 IEEEST IEEEG1
54 48 3.90 GENROU IEEET1 IEEEST IEEEG1
59 155 76.83 GENROU IEEET1 IEEEST IEEEG1
61 160 -40.39 GENROU IEEET1 IEEEST IEEEG1
65 391 80.81 GENROU IEEET1 IEEEST IEEEG1
66 392 -1.95 GENROU IEEET1 IEEEST IEEEG1
69 513.39 -82.38 GENROU IEEET1 IEEEST IEEEG1
80 477 105.05 GENROU IEEET1 IEEEST IEEEG1
87 4 11.02 GENROU IEEET1 IEEEST IEEEG1
89 607 -11.79 GENROU IEEET1 IEEEST IEEEG1
100 252 110.06 GENROU IEEET1 IEEEST IEEEG1
103 40 40 GENROU IEEET1 IEEEST IEEEG1
111 36 -1.84 GENROU IEEET1 IEEEST IEEEG1

75



Table 4: Generator Modeling Parameter Data (Part 1)

Generator Information
Machine
Model
parameter

PU value Exciter pa-
rameter

PU value

H 3.00 Tr 0.00
D 0.00 Ka 50.00
Ra 0.00 Ta 0.80
Xd 2.10 V rmax 1.00
Xq 0.50 V rmin -1.00
Xd p 0.20 Ke -0.06
Xqp 0.50 Te 0.06
Xd pp 0.18 K f 0.09
Xl 0.15 Tf 1.46
Tdop 7.00 E1 2.80
Tqop 0.75 SE1 0.04
Tdopp 0.08 E2 3.73
Tqopp 0.08 SE2 0.33
S1 0.00
Rcomp 0.00
Xcomp 0.00

Table 5: Generator Modeling Parameter Data (Part 2)

Generator Information
Governor
parameter

PU value Stabilizer
parameter

PU value

K 25.00 Ics 1.00
T1 0.00 A1 1.013
T2 0.00 A2 0.013
T3 0.10 A3 0.00
Uo 1.00 A4 0.00
Uc -10.00 A5 1.013
Pmax 1.00 A6 0.113
Pmin 0.00 T1 0.00
T4 0.10 T2 0.02
K1 1.00 T3 0.00
Eps 0.00 T4 0.00
Gv1 0.00 T5 1.65
Pgv3 0.00 T6 1.65

Ks 3.00
Lsmax 0.10
Lsmin -0.10
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Table 6: IEEE 118-Bus Test System Load Point Data

Load Information
Load Bus
Number

MW Mvar Load Bus
Number

MW Mvar Load Bus
Number

MW Mvar

1 51 27 42 96 23 83 20 10
2 20 9 43 18 7 84 11 7
3 39 10 44 16 8 85 24 15
4 39 12 45 53 22 86 21 10
6 52 22 46 28 10 88 48 10
7 19 2 47 34 0 90 163 42
8 28 0 48 20 11 91 10 0
11 70 23 49 87 30 92 65 10
12 47 10 50 17 4 93 12 7
13 34 16 51 17 8 94 30 16
14 14 1 52 18 5 95 42 31
15 90 30 53 23 11 96 38 15
16 25 10 54 113 32 97 15 9
17 11 3 55 63 22 98 34 8
18 60 34 56 84 18 99 42 0
19 45 25 57 12 3 100 37 18
20 18 3 58 12 3 101 22 15
21 14 8 59 277 113 102 5 3
22 10 5 60 78 3 103 23 16
23 7 3 62 77 14 104 38 25
24 13 0 66 39 18 105 31 26
27 71 13 67 28 7 106 43 16
28 17 7 70 66 20 107 50 12
29 24 4 72 12 0 108 2 1
31 43 27 73 6 0 109 8 3
32 59 23 74 68 27 110 39 30
33 23 9 75 47 11 112 68 13
34 59 26 76 68 36 113 6 0
35 33 9 77 61 28 114 8 3
36 31 17 78 71 26 115 22 7
39 27 11 79 39 32 116 184 0
40 66 23 80 130 26 117 20 8
41 37 10 82 54 27 118 33 15
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Appendix 2: Case Study II Data for the IEEE 39-Bus Test System

In case study II, the implementation of the ConvLSTM NN model is pursued on the

IEEE 39-bus test system shown in Figure 2. The information regarding the case summary of

the specified model is shown in Table 7 and 8. The transient stability analysis simulations

are run in PowerWorld software environment for faults at each bus and transmission line.

The machine model, exciter, governor and stabilizer of the generators and other general

information are provided in Table 9. The values of the model parameters used for modeling

the generator machines are shown in Table 10. The table includes generator information for

10 generators with real power data. Along with information regarding the power generation,

the load point information at the base case is given in Table 11.

Figure 2: IEEE 39-Bus Test System
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Table 7: IEEE 39-Bus Test System Case Summary

Case Information
Name of Device No. of Devices
Buses 39
Generators 10
Trans. Lines 34
Transformers 12
Loads 31
Islands 1
Slack Bus 1 (Bus 31)
Zones 1

Table 8: Case Totals

For In-service Devices
MW Mvar

Load 6149.5 1408.9
Generation 6191.3 837.3
Shunts 0.0 -342.7
Losses 41.8 -228.9

Table 9: Generator General Information

Generator Information
Generator
Bus
Number

Gen
MW

Gen
Mvar

Machine
Model

Exciter Stabilizer

30 250 83.21 GENCLS ESDC1A STAB1
31 571.28 363.94 GENCLS ESDC1A STAB1
32 650 1.53 GENCLS ESDC1A STAB1
33 632 69.67 GENCLS ESDC1A STAB1
34 508 148.79 GENCLS ESDC1A STAB1
35 650 167.04 GENCLS ESDC1A STAB1
36 560 75.45 GENCLS ESDC1A STAB1
37 540 -35.35 GENCLS ESDC1A STAB1
38 830 -0.47 GENCLS ESDC1A STAB1
39 1000 -36.49 GENCLS ESDC1A STAB1
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Table 10: Generator Modeling Parameter Data

Generator Information
Machine
Model
parameter

PU value Exciter pa-
rameter

PU value Stabilizer PU value

H 34.80 Tr 0.00 K_T 0.1061
D 0.00 Ka 5.00 T 10.00
Ra 0.00 Ta 0.02 T1_T3 0.50
Xd p 0.05 Tb 0.00 T3 0.10
Rcomp 0.00 Tc 0.00 T2_T4 0.50
Xcomp 0.00 V rmax 5.00 T4 0.05

V rmin -5.00 Hlim 0.20
Ke 1.00
Te 0.471
K f 0.08
Tf 1 1.25
E1 3.00
SE1 0.08
E2 4.00
SE2 0.25
UEL 0.00
exclim 0.00
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Table 11: IEEE 39-Bus Test System Load Point Data

Load Information
Load Bus
Number

MW Mvar

1 0.00 0.00
2 0.00 0.00
3 333.00 2.40
4 500.00 184.00
5 0.00 0.00
6 0.00 0.00
7 233.80 84.00
8 522.00 176.00
9 0.00 0.00
10 0.00 0.00
11 0.00 0.00
12 7.50 88.00
13 0.00 0.00
14 0.00 0.00
15 320.00 153.00
16 329.40 32.30
17 0.00 0.00
18 158.00 30.00
19 0.00 0.00
20 680.00 103.00
21 274.00 115.00
22 0.00 0.00
23 247.50 84.60
24 308.60 -92.20
25 224.00 47.20
26 139.00 17.00
27 281.00 75.50
28 206.00 27.60
29 283.50 26.90
31 9.20 4.60
39 1104.00 250.00
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