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Abstract

Flexible Energy Resources for Enhancing Power Distribution System Resilience

In the past decades, high-impact low-probability (HILP) events are observed more and

more frequent. While such severe HILP events cause prolonged and extensive electric

outages, the conventional reliability view is insufficient to coping with the challenges on

the modern power system. Improving the resilience of the power system, hence, becomes

increasingly important and urgent. The use of advanced technologies including the remote-

controlled switches and distributed energy sources bring additional flexibility to the power

system operation when the emergency conditions or the outages caused by HILP events un-

fold. Mobile power sources (MPSs) including truck-mounted mobile emergency generators,

truck-mounted mobile energy storage systems, and electric vehicles have a great potential in

harnessing their mobility for enhancing the power system resilience.

This thesis mainly focuses on investigating the potential roles of the MPS in improving

the power system resilience, specifically, facilitating the distribution system restoration fol-

lowing natural hazards. The distribution system reconfiguration (real-time topology change)

is also taken into account to best utilize the network built-in flexibility and help power

delivery during emergencies. A mixed-integer nonlinear programming model is proposed

for deriving a strategy for MPS dispatch and distribution system reconfiguration under a

given repair strategy. The model is further linearized into a mix-integer linear programming

formulation. The coordination of the proposed MPS and photovoltaic (PV) generation is

also investigated. Eventually, the impact of the repair strategy on the contribution of MPS

dispatch and PV generation on promoting distribution system restoration is studied.
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Chapter 1: Introduction

1.1 Problem Statement

In the recent years, more frequent realization of the high-impact low-probability (HILP)

hazards and catastrophe have resulted in prolonged electricity outages, excessive equipment

damages, and even more severe economic loss and disruptions in our modern society [1, 2].

The HILP events include two categories: (i) natural hazards, such as hurricanes, earthquakes

tornadoes, windstorms, wildfires, ice storms, etc; (ii) man-made disasters, such as cyber

attacks or physical attack on power system infrastructure.

Table 1.1: Statistics of Outage Events in the U.S. Between 1984-2006 [3]

Weather-Related Power Outages and Electric System Resiliency 
 

Congressional Research Service 3 

Table 1. Large Blackouts in the United States 
Statistics for Outage Cause Categories 

% of Mean size Mean size in
events in MW customers

Earthquake 0.8 1,408       375,900       
Tornado 2.8 367          115,439       
Hurricane/Tropical Storm 4.2 1,309       782,695       
Ice Storm 5 1,152       343,448       
Lightning 11.3 270          70,944         
Wind/Rain 14.8 793          185,199       
Other cold weather 5.5 542          150,255       
Fire 5.2 431          111,244       
Intentional attack 1.6 340          24,572         
Supply shortage 5.3 341          138,957       
Other external cause 4.8 710          246,071       
Equipment Failure 29.7 379          57,140         
Operator Error 10.1 489          105,322       
Voltage reduction 7.7 153          212,900       
Volunteer reduction 5.9 190          134,543        

Source: Trends in the History of Large Blackouts in the United States, http://www.uvm.edu/~phines/publications/
2008/Hines_2008_blackouts.pdf. 

Notes: Totals are greater than 100% because some events fall into multiple initiating-event categories.  

According to the Vermont study, almost 44% of the events in the period were weather-related 
(i.e., caused by tornado, hurricane/tropical storm, ice storm, lightning, wind/rain, or other cold 
weather). The study noted that the data include many events smaller than the NERC reporting 
threshold. It also noted that some of the reported events have “multiple initiating” causes, since 
some events (such as lightning) can trigger other outages or operator errors. 

A 2004 study6 by Lawrence Berkeley Laboratory (LBL) looking at power interruptions 
characterized power outages as being of short duration lasting less than five minutes, and 
sustained duration outages7 lasting longer than five minutes (and extending to hours or days). 
Power outages caused by storm-related events can vary in duration but tend to be sustained 
disruptions. The study noted that weather-related events are not always captured in power outage 
data.8 

The U.S. Department of Energy (DOE) maintains its own database of grid disturbance events.9 A 
recent analysis10 by LBL’s Evan Mills of the DOE database shows an increasing number of 
                                                 
6 Kristina Hamachi LaCommare and Joseph H. Eto, Understanding the Cost of Power Interruptions to U.S. Electricity 
Consumers, Ernest Orlando Lawrence Berkeley National Laboratory, September 2004, http://certs.lbl.gov/pdf/
55718.pdf. 
7 Per the definition of a “sustained interruption” used by the Institute of Electrical and Electronics Engineers (IEEE). 
Guide for Electric Power Distribution Reliability Indices, No. 1366. 
8 “… widespread power losses resulting from major natural events (primarily storms but also hurricanes and 
earthquakes) are sometimes not included in the same data categories as more routine power losses. As a result, power 
losses from natural events are not always included in data used for cost estimates.” LaCommare and Eto, op. cit., p. 5. 
9 U.S. Department of Energy, Energy Information Administration, Form OE-417. See http://www.eia.gov/cneaf/
electricity/page/disturb_events.html. 
10  Evan Mills, Extreme Grid Disruptions and Extreme Weather, Lawrence Berkeley National Laboratory, U.S. Disaster 
(continued...) 

Table 1.1 shows the statistics of 933 outage events, reported by the North American

Electric Reliability Corporation (NERC), between 1984 to 2006 [3]. Extreme weathers

and natural disasters have relatively low frequencies, but a greater impact on electric

power supply and a larger size of affected electricity customers, among these outage cause

categories.

1



Earthquake

Earthquakes are one of the most unpredictable hazards which can cause striking dam-

ages in the radial power distribution system (DS). Among the past records on disastrous

earthquakes, one can highlight the 6.9 magnitude earthquake in Armenia on December

7, 1988 engendering thousands of people died and injured and two substations seriously

damaged or almost entirely wrecked and transformers, circuit breakers, and capacitor banks

critically damaged [4], the Loma Prieta earthquake in the greater San Francisco Bay Area

in California in 1989 which affecting 12,000 of the one million customers out of electric

service after 48 hours, destroyed the Moss Landing power plant and caused $6 billion

in property damage [4, 5], the Northridge earthquake that struck Los Angeles on January

17, 1994, affecting 2.5 million local customers [6], the Hyogo-ken Nanbu earthquake that

attacked Hanshin-Awaji region on January 17, 1995, resulting approximately in 2.6 million

households out of power services [7], the severe Bam earthquake in 2003 causing $90

million costs in the reconstruction of electricity in Iran [8], the Wenchuan earthquake in

2008 which caused extreme damages in 966 substations, 274 transmission lines at multiple

voltage levels and 1700 circuits [9], the Tohoku earthquake in 2011 impacting about 8.9

million households in 18 prefectures among 4 electric power companies [10], a magnitude

5.8 earthquake in Virginia in 2011 that knocked down the North Anna Nuclear Power

Station and led to thorough damage evaluations that last more than 10 weeks before the

power station restarted, and recently in 2017 in Iran, the Sarpol-e Zahab earthquake with

7.3 moment magnitude resulting in a prolonged city-wide blackout for weeks [11]. Most

significantly, earthquakes can ruin all kinds of power system facilities and infrastructure,

both above and under ground, and the swift reconstruction of the underground facilities is

impractical [4].

Tornado, Windstorm and Hurricane

Hurricanes principally affect the transmission and distribution lines. Hurricane Hugo

hits the Carolinas rendering $6.5 billion property damaged alone. 70% of the 430,000
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customers of the largest supplier of electricity in South Carolina suffered a blackout during

the storm and 140,000 customers were out of electricity even after five days [4]. Southeastern

US was swept by hurricane Gloria, hurricane Isabel and hurricane Wilma respectively in

September 1985, September 2003 and October 2005; each of these hurricanes led to

approximately 10,000 MW power loss. To be specific, hurricane Isabel about 2.5 million

outages, hurricane Gloria almost three million outages and hurricane Wilma 3.2 million

outages [12]. Additionally, hurricane Katrina smashed Southeastern US in August 2005

affecting 2.7 million customers in eight states, resulting in approximately $84.8 billion to

$157.5 billion damage cost [13]; the electricity service remained unavailable for around

250,000 customers even almost one month after the storm. The damaged electric assets

included 72,47 utility poles, 8,281 transformer, and 1,515 transmission structures. Beside,

300 substations were shut down and multiple power plants, of which three nuclear plants

could not work well [14]. Specifically, hurricane Katrina destroyed almost two-thirds of

the transmission and distribution system, leading to all 195,000 customers of Southern

Company’s Mississippi Power subsidiary were without electricity. In transmission level,

only three of 122 transmission lines survived while more than 300 transmission towers were

damaged, including 47 metal towers in the 230 kV bulk power system. In the distribution

level, 9,000 poles and 2,300 transformers were missing and around 65% of equipment were

destroyed, incorporating 23,500 spans of conductor [15]. Tropical storm Irene hit the State

of Connecticut on August 28, 2011, affecting more than 800,000 power customers suffering

prolonged electricity outage up to 9 days and resulting in approximately $200 million in

damage [16]. Hurricane Sandy struck the Northeast U.S. on October 22, 2012, followed

by around 10% customers in New York and New Jersey stayed out of electricity for 10

days, causing over 100,000 primary electrical lines damaged, affecting approximately 8

million customers for electricity interruption and total damage of nearly $ 50 billion in the

area [13, 17–19]. Two 500-kV transmission lines, four 220-kV transmission lines, eight

110-kV transmission lines were damaged due to a tornado that slapped Jiangsu Province,
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China in 2016 and affected the electricity service of 135,000 households [20].

Snowstorm and Ice Storm

Southern China was struck by a snow storm in 2008 resulting in 129 lines faults and

the failure of 2,000 substations as well as 14.66 million households out of electricity

supply [18, 20]. In 1998, the New England/Eastern Canada Ice Storm knocked down 770

electric transmission towers, more than 26,000 distribution poles, 4,000 transformers and

up to 1,800 miles of transmission and distribution lines needed to be rebuild or replaced.

Following the ice storm, more than 5.2 million customers were out of electricity and

numerous customers remained without electricity up to three weeks while the full restoration

of the power took more than one month [21]. The estimated damaged was estimated up to

$4 billion [22].

Physical Attack

Between 1980 to 1989, a total of 386 strikes on the U.S. energy assets were recorded

by the U.S. Department of Energy [4]. An uncertain number of gunmen struck the Metcalf

Transmission Substation owned by the Pacific Gas and Electric (PG&E) outside San Jose,

California in April 2013. The well-planned attack severely destroyed 17 transformers and

engender damage of more than $15 million, though no large electricity outages happened,

since the power flows were rerouted by the operators from neighboring generators [13].

Cyber Attack

On December 23, 2015, about 225,000 customers were out of power for around 6 hours

in Ukraine due to a cyber attack. The well-known Microsoft Office macro vulnerabilities,

along with spear-phishing schemes and malware was utilized by the attackers to break

into the internal networks of three utilities. Further, the Supervisory Control and Data

Acquisition (SCADA) system was modified by the attackers and became uncontrollable

by the operators while the control centers were out of power and disable cyber monitoring

and the control systems, until the SCADA system was shut down. After the attack, even

though the service was restored via employing manual operation in a short time relatively,
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the control centers were not entirely ready for use in several months [23].

8 

In response to the growing need for grid modernization, the federal government has allocated 
billions of dollars to replace, expand and refine grid infrastructure. The American Recovery and 
Reinvestment Act of 2009 (“Recovery Act”) allocated $4.5 billion for investments in modern grid 
technology (EOP 2013). Smart grid technology utilizes remote control and automation to better 
monitor and operate the grid. Between June 2011 and February 2013, Recovery Act funds have 
been used to deploy 343 advanced grid sensors, upgrade 3,000 distribution circuits with digital 
technology, install 6.2 million smart meters and invest in 16 energy storage projects (EOP 
2013). These investments have contributed to significant increases in grid resilience, efficiency 
and reliability.  

III. Impact of Severe Weather on the U.S. Electric Grid

Severe weather is the single leading cause of power outages in the United States. Outages 
caused by severe weather such as thunderstorms, hurricanes and blizzards account for 58 
percent of outages observed since 2002 and 87 percent of outages affecting 50,000 or more 
customers (U.S. DOE, Form OE-417). In all, 679 widespread outages occurred between 2003 and 
2012 due to severe weather. 2 Furthermore, the incidence of both major power outages and 
severe weather is increasing. Data from the U.S. Energy Information Administration show that 
weather-related outages have increased significantly since 1992.

0

20

40

60

80

100

120

140

160

1992 1996 2000 2004 2008 2012

Observed Outages to the Bulk Electric System, 1992-2012

Source: Energy Information Administration

Events

Weather-Related

Non-
Weather 
Related Unclassified

 
 

2 Other causes of power outages include: operational failures, equipment malfunctions, circuit overloads, vehicle 
accidents, fuel supply deficiencies and load shedding – which occurs when the grid is intentionally shut down to 
contain the spread of an ongoing power outage (U.S. DOE, Form OE-417).  

Figure 1.1: Observed outages to the bulk electric system between 1992-2012 [24]

Figure 1.1 reveals that the frequency of bulk electric system outages due to extreme

weather has grown significantly in recent years [24]. Meanwhile, human-made physical

attack or cyber attack still need to be concerned. The occurrence of such catastrophic

HILP-caused electricity outages has been observed to be on the rise over the past decade

and the U.S. infrastructure is more and more dependent on electricity. This calls for further

effective strategies beyond the traditional reliability view for improving the grid resilience

to ensure a continuous and resilient supply of electricity to the end customers and maintain

the basic services such as the economic system and emergency services when dealing with

the aftermath of seismic hazards [20, 25, 26].

1.2 The Concept of Resilience

Unlike the widely adopted terminology "reliability" in many traditional principles, Power

system resilience is an emerging concept and its definition is unclear and unfocused thus far;

nonetheless, the definition has a common comprehension. "Resilience" and "Reliability"

seem to have a similar but essentially distinct meaning. The key characteristic difference

between resilience and reliability is presented in Table 1.2 [18].
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Table 1.2: The Concept Contrast Between Reliability and Resilience [18]

 3 

resilience have been developed, resulting in many different definitions and a lack of a universal understanding of 

what resilience really is.  

In the context of power systems as critical infrastructures the picture is even more blur, as the concept of 

resilience has only emerged in the last decade or so. There have been several attempts by organizations worldwide in 

the power and energy engineering communities, such as the UK Energy Research Center (UKERC) and the Power 

Systems Engineering Research Center (PSERC), USA, to define resilience and distinguish it from the concept of 

reliability. According to the UK Cabinet Office, resilience encompasses reliability and it further includes resistance, 

redundancy, response and recovery as key features. Another pioneer definition comes from the Multidisciplinary 

and National Center for Earthquake Engineering Research (MCEER), where a generic resilience framework has 

been developed that is applicable to any critical infrastructure, including power systems. This framework consists of 

the “4Rs”: robustness, redundancy, resourcefulness and rapidity.  

The list of power system resilience definitions is endless, but the majority of these definitions focus on the 

ability to anticipate, absorb and rapidly recover from an external, high-impact low-probability shock. Although a full 

comparison is outside the scope of this work, some key resilience characteristics that differentiate it from the 

concept of reliability are shown in Table I, which will be discussed in detail throughout this article. 

TABLE I 

RELIABILITY VS RESILIENCE 

Reliability Resilience 

High-probability, low-impact Low-probability, high-impact 

Static Adaptive, ongoing, short- and long-term  

Evaluates the power system states Evaluates the power system states and transition 

times between states 

Concerned with customer interruption time Concerned with customer interruption time and the 

infrastructure recovery time 

2.1. A conceptual resilience curve associated to an event 

The illustrative conceptual resilience curve of Fig.1 shows the resilience level as a function of time with respect 

to a disturbance event. This figure is used here for demonstrating the key resilience features that a power system 

must possess for coping effectively with the evolving conditions associated to an event, for instance, a heavy storm 

moving across the system. 

The existing reliability metrics do not concentrate on the consequence of individual HILP

events. Beyond minimizing the probability of extensive and prolonged outages, resilience

also takes the following into account: acknowledgment of the occurrence of such outages,

preparation to cope with them, minimization of the outage effect, rapid restoration of the

service and learning from the experience to enhance the future performance [13].

National Academies of Sciences, Engineering, and Medicine [13] provides a definition

in 2017 for resilience as follows: "Resilience is not just about lessening the likelihood that

these outages will occur. It is also about limiting the scope and impact of outages when they

do occur, restoring power rapidly afterwards, and learning from these experiences to better

deal with events in the future."

PJM Interconnection provides a definition in March 2017 as follows [27]: "Resilience,

in the context of the bulk electric system, relates to preparing for, operating through and

recovering from a high-impact, low-frequency event. Resilience is remaining reliable even

during these events". This definition is more specific to the HILP events.

In President Barack Obama’s Presidential Policy Directive [28], the term "resilience"

refer to "the ability to prepare for and adapt to changing conditions and withstand and

recover rapidly from disruptions. Resilience includes the ability to withstand and recover

from deliberate attacks, accidents, or naturally occurring threats or incidents".

A definition of resilience for energy system is provided by UK Energy Research Center

[29] as follows:"Resilience is the capacity of an energy system to tolerate disturbance and

to continue to deliver affordable energy services to consumers. A resilient energy system
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can speedily recover from shocks and can provide alternative means of satisfying energy

service needs in the event of changed external circumstances."

Among the existing definitions of resilience, four aspects of the system resilience are

summarized in [30] as follows:

• The state of electricity services of a power system can be described by resilience when

confronting an interruption or outage. The description of resilience contains the extent

of the service degradation, the rapidity of service recovery, and the recovery extent of

the service. As can be seen, resilience does not only reveal a discrete state of whether

a disturbance has happened or not, but also demonstrates the level of disturbance.

• The system resilience is determined by its design and its operation. These affect

the degradation degree during a disturbance, the swiftness of the recovery and the

completion of the recovery. For instance, a more redundant system that considers

recovery strategies and additional contingency operation modes might undergo fewer

and shorter interruptions. On the other hand, such a redundant system is more

strenuous to reconstruct.

• Different resilience levels of the system can be resulted from different response at

different costs. For instance, the system rebuilt with additional resources and a more

efficient set of equipment can provide higher quality of service than the original level

after the disaster recovery.

• The system resilience changes over time. The service of a system could be enhanced

with regular maintenance and upgrade but at a cost. On the other hand, the service of

a system without regular maintenance and upgrade has a lower operating cost but it

can be anticipated that the quality of service and will lessen in the future.

The National Infrastructure Advisory Council (NIAC), USA provided comes up with

four main features of resilience in [31]:

7



• Robustness: The capability to maintain operation or withstand when disaster occurs,

especially HILP events. Besides the system structure or design, it also relates to the

system redundancy in case of some important components damages, along with the

investment and maintenance of the critical infrastructure.

• Resourcefulness: The capability to expertly handle the occurred disaster. It incorpo-

rates determining the strategies and priority of the action that should be taken to both

control and diminish the hazard, convey the decision to the people to execute. This

feature mainly relates to the human, and not the adopted technology.

• Rapid Recovery: The capability to restore the system to its normal operating con-

dition as soon as possible following the hazards. It relates to elaborately prepared

contingency plans, capable emergency operations and strategic resources distribution

and crews dispatch.

• Adaptability: The manner to learn from a hazard. It relates to the enhancement of the

robustness, resourcefulness and recovery abilities of the system for the future hazards

via new tools and technologies.

The Cabinet Office, U.K. also provides four main characteristics of infrastructure resilience

in [32] as follows:

• Resistance: provides the strength or protection to withstand the disaster and its main

effect to further mitigate the damage or disturbance.

• Reliability: the infrastructure components make sure to be inherently designed to

maintain operation under certain conditions.

• Redundancy: the availability of backup equipment or spare capacity to allow the

operation to be switched or redirected to alternative routes.

• Response and Recovery: rapid and effective response to and recovery from the

hazards.
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Additionally, Electric Power Research Institute (EPRI) in the U.S. also determines the three

elements of resilience which are prevention, survivability, recovery for distribution system

in [33] as demonstrated in Figure 1.2:

Prevention
hardening the 

distribution system to 
restrain damage 

by applying 
engineering designs 

and advanced 
technologies

Survivability
the ability to assist the 
electricity customers in 

continue maintaining the 
normal function at some 
level when main grid is 

not accessible or 
available

Recovery
the capability of rapid 

responding and recovering the 
service to as many affected 

customers as possible

hardening the distribution system to restrain damage 
by applying engineering designs and advanced technologies

the ability to assist the electricity customers in continue maintaining the 
normal function at some level when main grid is not accessible or available

the capability of rapid responding and recovering the service 
to as many affected customers as possibleResilience

Figure 1.2: Elements of resilience by Electric Power Research Institute (EPRI) [33]

Notice that these elements and aspects of the system resilience can also lead to its

measurement (or metrics). Most of the existing definitions of resilience refer to the capability

of the system to withstand and rapidly recover from HILP events.

A conceptual resilience curve is proposed in [18] to describe the variations in the system

resilience level over time in regard to a HILP event, as illustrated in Figure 1.3, where R

represents the resilience level of the system. With respect to a HILP event, the power system

experiences the following states [18, 34]:

• Resilient State t0 ∼ te: before the HILP event happens at te, the power system should

be robust and resistant to withstand the first strike of the HILP event by sufficiently

predict the time and location of the external disturbance and preventive actions (e.g.

preventive generation rescheduling) taken by the system operator, aiming to enhance

the disturbance resilience of the infrastructure.

• Event Progress te ∼ tpe: during the HILP event progress, the system is degraded to

post-event degradation state, where the system resilience decrease to Rpe. Emergency

or corrective actions (e.g. generation re-dispatch alone or generation re-dispatch
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Fig. 1: Conceptual resilience curve associated to an event  

Before the event occurs at te, a power system must be robust and resistant to withstand the initial shock. A well-

designed and operated power system should demonstrate sufficient resilience (indicated here with Ro, where R is a 

suitable metric associated to the resilience level of the system – see also further below) to cope with any type of 

events. The capability of preventive operational flexibility is highly critical here, as it provides the operators with the 

assets to configure the system in a resilient state. 

Following the event, the system enters the post-event degraded state, where the resilience of the system is 

significantly compromised (Rpe). The resourcefulness, redundancy and adaptive self-organization are key resilience 

features at this stage of the event, as they provide the corrective operational flexibility necessary to adapt to and deal 

with the evolving conditions (that are possibly never experienced before). This helps minimize the impact of the 

event and the resilience degradation (i.e., Ro - Rpe) before the restoration procedure is initiated at tr.  

The system then enters the restorative state, where it should demonstrate the restorative capacity necessary for 

enabling the fast response and recovery to a resilient state as quickly as possible.  

Once the restoration is completed, the system enters the post-restoration state. The post-restoration resilience 

level Rpr may or may not be as high as the pre-event resilience level Ro, i.e. Rpr < Ro. In particular, while the system 

may have recovered from the point of view of fully returning to its pre-event operational state (thus showing a 

certain degree of operational resilience), the infrastructure may take longer to fully recover (infrastructure 

resilience), i.e. (tpir - tir) > (tpr - tr). This would depend on the severity of the event, as well as on the resilience 

features that the power system will demonstrate before, during and after the external shock. It is interesting to notice 

how some measures might make the system more resilient operationally but less from an infrastructure perspective. 

Figure 1.3: The conceptual resilience curve related to a HILP event [18]

coordinating with dynamic-boundary microgrid operation) can be taken to reduce the

effect of the external disturbance.

• Post-Event Degraded State tpe ∼ tr: after the event strike, the system enters the post-

event degraded state. At this stage, the key resilience features are the resourcefulness,

redundancy, adaptive self-organization, they offer the necessary corrective opera-

tional flexibility to accommodate and cope with the changing situation. This assists in

minimizing the consequence of the event and the degradation in the system resilience

level (e.g. R0−Rpe) while appropriate and effective coordination and preparation

enable rapid beginning of the restoration state.

• Restorative State tr ∼ tpr: the system should manifest fast response and recovery

ability to recover the system resilience level from Rpe to Rpr. Rpr may be the pre-event

resilience level R0 or a desired resilience level that is not as high as R0.

• Post-Restoration State tpr ∼ tir and Infrastructure Recovery tir ∼ tpir: Following

the restorative state, the consequence of the event on the system resilience and its

performance during the event need to be evaluated and analyzed to enhance the
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infrastructure resilience for future similar or unpredictable events. Depending on the

severity of the event, the system may need longer time to recover the infrastructure in

tir ∼ tpir.

1.3 Quantitative Metrics for Resilience

Even though the traditional reliability metrics have been widely used and are comparatively

mature, a survey of publicly owned utilities in 2013 reveals that the outages caused by major

events may be overlooked when measuring the performance of the utilities only using the

existing reliability metrics. The contribution of planning, operational strategies and used

technologies on facilitating the recovery and reducing the impact of extensive and prolonged

outages may not be reflected by the traditional reliability criteria. Similar to the definition

of resilience, there is no widely recognized resilience metrics up to the present while some

efforts have been in progress in the literature [13, 35–38]. Establishing widely-accepted

metrics of the system resilience is progressively significant and urgent, as it is impossible

to address the priority of system enhancements and reinforcements needed to (i) monitor

or reveal the changes as they unfold; (ii) define the enhancement strategies for system

resilience; or (iii) to balance the resilience improvements with the related costs [39]. This

is particularly needed as the enhanced system resilience to significant shocks will affect

different interdependent ecosystems alike which indirectly affect the social welfare and

every aspect of our economy [40–44].

According to [45], several requirements are crucial for establishing a resilience metric

as follows:

• Be Useful: the developed metrics used by humans or computational analysis (or

both) should contribute to decision making, incorporating system planning decisions,

real-time operational decisions, and policy decisions.

• Provide a Mechanism for Comparison: the same metric can distinguish the re-
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silience of different systems where one has improvement in infrastructure or operation

while the other has not.

• Be Usable in Operations and Planning Contexts: the same metric should be benefi-

cial to both operating decision (e.g. system pre-configuration followed by a hurricane)

and planning decisions (e.g. burial of electrical conductor).

• Exhibit Extendability: the metrics should be applicable in different timescales and

different geographical extents and situations while it can adapt to the progressing

technology and growingly complicated analytics of the future.

• Be Quantitative: the metrics should be both qualitative and quantitative.

• Reflect Uncertainty: the metrics should be able to evaluate the uncertainties quanti-

tatively while the certainty of this value can be considered in the made decision based

on the resilience metrics [46].

• Support a risk based approach: Besides the instant system impacts, one particular

hazard or a series of the hazards, the vulnerability of the system and the potential

impact on people should be indicated by the metrics.

• Capture Recovery Time: the outage duration should be revealed by the metrics in

either direct or indirect way.

Resilience metrics can be divided into two categories: qualitative metrics and quantitative

metrics. Comparing with the qualitative metrics, quantitative metrics are helpful for the

efficacy assessment of some resilience measures or comparison between the resilience level

of different systems. Only quantitative metrics are discussed in this section.

The quantitative resilience metrics basically are divided into three categories: the analytic

method, the simulation-based method and the statistical analysis, where the analytical

method utilizes the system failure probability in a particular situation while the simulation-
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based method is most popular and can effortlessly be bond with specific hazard scenarios

and compute the impact of the hazards [20].

One example of the analytical method is presented in [47], where resilience is defined as

a "probability that the network performs its intended function" at a given duration when the

component fails due to external causes, as a means to "describe the distribution of network

reliability".

One example of the simulation-based method is demonstrated in [45]. The resilience

metrics are used for cost analysis of resilience improvement. Based on the resilience metrics,

the widely used IEEE 118 bus test case is utilized to analyze the resilience of an existing

system as a resilience baseline and compare with possible investment portfolios to optimize

the investments for resilience enhancement at a given fixed budget. Another example is

in [48], where the power flow analysis and resilience metrics are exploited to compare

the ratio and area between the desired performance and real performance of the power

system. In addition, [49] uses the failure probability (vulnerability) of transmission lines as

the metric of the real-time operational resilience under both extreme weather and loading

conditions.

The statistical analysis is applied to the system that has collected historical natural hazard

data. In [50], the duration of the unexpected interruption caused by the distribution system

failure is employed as a metric of the resilience and the analysis is based on the historical

data of the outage duration in the City of Phoenix, Arizona between 2002 and 2005. Another

example is exemplified in [51], where the rapidity of restoration is a metric of the system

resilience and the historical data of power delivery and telecommunications is utilized which

was gathered after the landfall of Hurricane Katrina.

A basic representation of the resilience metric is proposed in [52], as presented in the

following equation:

Ri(Sp,Fr,Fd,Fo) = Sp
Fr

Fo

Fd

Fo

where Sp is the speed recovery factor, Fo is the original stable level of system performance,
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Fd is the performance level forthwith the disturbance, Fr is the performance at a new stable

level after the recovery efforts have been depleted. This metric contains the resilience

capabilities and the recovery time.

While the definitions and metrics of resilience are not in consensus and widely used, the

traditional reliability indices, the loss of load frequency (LOLF) and loss of load expectation

(LOLE) is used as resilience metric to assess and compare different strategies for system

resilience improvement in [53].

Four metrics of resilience, similar to but somewhat different from the main features

addressed by NIAC in [31], are proposed by Kwasinski in 2016 in [54] as demonstrated in

Figure 1.4:

Withstanding capability

Recovery speed

Preparation/Planning 
capacity

Adaptation capability

The ability to maintain the operation 
during some hazards, e.g. a natural catastrophe.

The recovery time it needs to restore 
given a particular level of power outages.

The capability of to mitigate the impact of the potential 
hazards on the performance power system in the future.

The capability to deal with the situation that may risk 
 the power system during operation and management

Figure 1.4: Resilience metrics by Kwasinski [54]

The Grid Modernization Laboratory Consortium (GMLC) supported by the Department

of Energy (DOE) proposed example resilience metrics in [55], as presented in Table 1.3.

The GMLC metrics analysis highlighted the incorporation of statistical measures of

uncertainty (e.g. the affected customers’ types and the path of a hurricane) and the reporting

of resilience metrics while all impacts are estimated as probability distributions [13].

Another quantitative metric system called the ΦΛEΠ resilience metric system is pro-

posed in [34] to evaluate the resilience level of a system, as presented in Table 1.4.

To be specific, the metrics refer to how fast and how low resilience drops in the event

progress state, how extensive the post-event degraded state is, and how promptly does the

network recover in the restorative state.
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Table 1.3: Resilience Metrics Proposed by the Grid Modernization Laboratory Consortium
of the U.S. Department of Energy (DOE) [55]

 

ix 

The proposed resilience metrics are leading indicators with a forward look at estimating or projecting the 

resilience of the electric infrastructure given a certain threat scenario.  

The GMLC1.1 team recommends that grid resilience metrics be consequence-based and, to the extent 

possible, they should be reflective of the inherent uncertainties that drive response and plann ing activities. 

Table ES.2 lists example consequence categories to serve as the basis for resilience metrics. All of the 

consequence categories are measured for the defined system specifications and therefore may be 

measured across spatial (geographical) and temporal (duration) dimensions.  

Table ES.2.  Examples of consequence categories for consideration in grid resilience metric 

development. 

Consequence Category Resilience Metric 

Direct 

 Electrical Service Cumulative customer-hours of outages 

Cumulative customer energy demand not served 
Average number (or percentage) of customers experiencing an outage during a 

specified time period 

 Critical Electrical Service Cumulative critical customer-hours of outages 

Critical customer energy demand not served 

Average number (or percentage) of critical loads that experience an outage 

 Restoration Time to recovery 

Cost of recovery 

 Monetary  Loss of utility revenue 

Cost of grid damages (e.g., repair or replace lines, transformers) 

Cost of recovery 

Avoided outage cost 

Indirect 

Community Function Critical services without power (e.g., hospitals, fire stations, police stations) 
Critical services without power for more than N hours (where backup power 

exists by outage exceeds fuel supply, i.e., N > hours of backup fuel requirement) 

 Monetary  Loss of assets and perishables 

Business interruption costs 

Impact on Gross Municipal Product (GMP) or Gross Regional Product (GRP) 

 Other critical assets Key production facilities without power 

Key military facilities without power  

The project team recommends the following Resilience Analysis Process (RAP), originally developed by 

Watson et al. (2015) for the 2015 Quadrennial Energy Review (QER). The RAP (Figure ES.1) illustrates 

the seven-step process to be used to help specify resilience objectives for utilities. 
Table 1.4: the ΦΛEΠ Resilience Metric System [34]

Panteli : Power Systems Resilience Assessment: Hardening and Smart Operational Enhancement Strategies

Vol. 105, No. 7, July 2017 |  Proceedings of the IEEE 1205

information systems would help develop high situation 
awareness allowing the system operators to remain 
adequately informed on the evolving conditions.

•  Phase II (postdisturbance degraded state): Dis-
aster assessment and priority setting and proper 
emergency preparedness and coordination would 
help the system operator to assess the damage by 
the event, identify the critical components for the 
recovery of the system to a resilient state, and initi-
ate as fast as possible the procedures for restoring 
the damaged infrastructure. This reduces the dura-
tion of Phase II, i.e.,   t ee   -  t r    (see Fig. 1).

•  Phase III (restorative state): Following the actions 
in Phase II, a resilient system should demonstrate 

the disconnected customers (i.e., operational resil-
ience) and then restore the collapsed infrastruc-
ture (i.e., infrastructure resilience). Several actions 
should take place in this phase, such as reenergizing 
transmission and distribution lines, restoration of 
damaged components, unit restarting, resynchro-
nization of areas, load restoration, etc. The aim of 
these actions should be to reduce the duration of 
Phase III, i.e.,  T   t r    (see Fig. 1).

•  Postrestoration state: Following the event and the 
restoration of the infrastructure to a resilient state, 
the impact of the event and the performance of the 
network should be thoroughly analyzed to identify 
weaknesses or limitations of the network, which 
could be improved to be better prepared for future 
(similar or unforeseen) events. Therefore, being 

through the different events and threats is a key fea-
ture of a resilient infrastructure.

If a power system possesses the key resilience features men-
tioned throughout the different phases of an event, then it 
should be capable of effectively anticipating the impacts of 
the upcoming event, rapidly recover from the degraded to 
a resilient state, and adapt its operation and structure to 
reduce the effects of future events.

C. Quantitative Resilience Metrics

Several studies have been developed in order to quanti-
tatively assess power systems resilience to natural hazards 
and extreme weather [13]–[24].

The quantitative resilience metrics should ideally be 
time dependent, in order to capture the performance of 
the network during the different phases associated with 
an event. Within this context, the  E   resilience metric 
system (“ E  ” is pronounced like “FLEP”) [25] shown 
in Table 3 is proposed for quantifying the resilience trap-
ezoid of Fig. 1. In particular, these metrics refer to the how  
fast (  ) and how low (  ) resilience drops in Phase I, how 
extensive (E) is the post-event degraded state (Phase II), 

and how promptly  (  )  the network recovers to its pre-event 
resilient state (Phase III). It should be noted here that a post-

differ from the pre-event level. For simplicity, here we do 
not explicitly deal with this aspect, which can be system and 

the capability to address it.

resilience levels and discrete times of the resilience trape-
zoid. The   -metric in Phase I is given by the slope of the resil-
ience degradation   R o   -  R pd    during the event ( t  [  t oe   ,   t ee   ]),  
while the  -
tion level at the end of the event at   t ee   , i.e.,   R o   -  R pd   . The  
 E -metric, showing the time that the network remains in the 
postdisturbance degraded state (Phase II), is given by   t r   -  t ee   . 
The  -
ience recovery curve, which considers both the resilience 
improvement during this phase and the time required for 
achieving this. Building on these four metrics, an additional 

-
sidering piecewise linearity for the different phases of the 
trapezoid, the area of two right triangles (Phases I and III) 
and of a rectangular (Phase II) can be estimated.

When referring to power systems resilience, it is critical 
to distinguish the operational and infrastructure resilience. 
The operational resilience, as its name suggests, refers to 
the characteristics that would help a power system maintain 
operational strength and robustness in the face of a disaster, 
e.g., keep all the customers connected. The infrastructure 
resilience refers to the physical strength of a power system 
for minimizing the portion of the system that is damaged, 
collapsed or in general becomes nonfunctional.

In order to quantify the metrics of the operational and 
infrastructure resiliencies, different indicators should be 
used. In the case study application demonstrated later, 
where the focus is on quantifying the impact of windstorms 
on transmission networks, the following indicators are used:

•  the amount of generation capacity (MW) and load 
demand (MW) that are connected and available for 
power generation and consumption respectively, 
during the event are used as indicators for the oper-
ational resilience;

•  the number of online transmission lines is used as 
an indicator for the infrastructure resilience.

Table 3 The  E   Resilience Metric System

1.4 Thesis Outline

The remainder of the thesis is organized as follows. Chapter 2 reviews several applications

in the past work and literature to enhance the power system resilience in two aspects: long-

term structural resilience and short-term operational resilience. The related applications for

long-term structural resilience include the deployment of battery storage and photovoltaic

(PV) generation. The related application for short-term operational resilience contains

mobile power sources, microgrid operation and control, and the use of remote-controlled
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switches.

Chapter 3 explores the potential of mobile power sources in promoting the post-disaster

restoration of the distribution system (DS) and consequently improving the system resilience.

The DS reconfiguration is also taken into account to help deliver the power via changing

the connection status of the distribution branches equipped with remote-controlled switches

(RCSs). A mixed-integer nonlinear programming (MINLP) optimization model is proposed

for deriving the MPS routing and scheduling strategy under a certain repair plan. The

formulation is further linearized, hence the complexity of computation decreases. Three

case studies are applied to verify the efficacy of the proposed MPS dispatch method.

Chapter 4 investigates the impact of the PV generation existing in the DS on the

proposed MPS dispatch method and the potential of coordinating the proposed method with

the existing PV generation to boost the DS post-disaster restoration. The same damage

scenarios and repair strategies as in Chapter 3 are employed to compare the effectiveness of

the proposed method in the cases with and without the PV generation.

In Chapter 5, the same test system and damage scenarios are applied in the case studies

with different repair plans to explore the effect of the repair strategies on the contribution of

the proposed MPS dispatch method and the PV generation to facilitating the DS restoration

following natural hazards and emergency events.

Chapter 6 presents the research conclusions and summarizes the main findings of this

thesis. Future work is also provided in this chapter.
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Chapter 2: Literature Review

2.1 Introduction

Resilience is characterized as a function of time, thus power system resilience can be divided

into two categories: long-term resilience and short-term resilience. This chapter investigates

the previous research that focused on the system resilience, both long-term and short-term.

Long-term resilience is generally focusing on the grid structural resilience, which refers

to the adaptability of the system infrastructure in the face of new hazards and changing

situations [53]. It, hence, relates to planning and design of the power system and a long-term

decision paradigm. Although the power system has a long history of planning, the planning

and design efforts in the past decades have mainly focused on the improvements in the

power system reliability, to be specific, aiming at optimizing the operations (e.g. saving

the operating cost) during normal operating conditions and at the same time withstanding

the credible events that have been repeatedly confronted by the operators. However, the

planning and design for resilience are distinct, which virtually involve all aspects of the

power system. The design of the system needs a holistic view, both considering the resilience

of the individual components in the grid and the resilience of the entire power system grid-

scale. Typically, the enhancement of the component reliability can lead to improvements in

the system resilience [13], while the improvements in the component and infrastructure may

be a medium-term and long-term effort (e.g., preventive maintenance plans) which may not

be accomplished in a short time frame [56–77].

On the contrary, short-term resilience, essentially the operational resilience, typically

refers to the ability of the system to control the damage, mitigate the impacts, maintain the

electricity service and restore the service to the affect customers via taking the full advantage

of the existing and available electric assets when the hazards or catastrophe occur. It involves

some characteristics that a resilient power system has before (e.g. robustness/resistance),
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during (e.g. resourcefulness/redundancy), and after (e.g. recovery) a hazard or interruption

event, as illustrated in Figure 1.3 in Section 1.2. The efficacy of the preventive and corrective

measures for system restoration, such as the correct discernment and understanding of

the collected information and data, the problem addressing, recognition of the available

flexible resources, the priority of measures, determination of the most suitable measures,

essentially rely on the capability of the system operators who develop the restoration

strategies [35–38, 53, 78–83].

2.2 Research and Applications in Enhancing Long-Term Power System Resilience

Power system resilience can be enhanced by exploiting several advanced technologies and

flexible energy resources. One example of advanced technology in the modern power grid

is battery storage. Compared with the conventional generator, battery storage devices can

store the energy when the system load is low and supply power when the system load is high

or emergencies occur, rendering several advantage of rapid response, high efficiency, and

low maintenance costs. Deploying battery storage devices enables the power grid to have

more operational flexibility. In [84], a resilience-oriented framework for deploying battery

energy storage systems (BESSs) in the power distribution system (DS) to enhance the system

resilience against high-impact low-probability (HILP) events is proposed. In this work,

the earthquake disasters are characterized; afterward, a mechanism for DS vulnerability

evaluation and a methodology for finding the optimal location and capacity of BESS units are

presented to assist the system planners and decision makers to allocate BESSs in DS, aiming

at hardening the system robustness. Besides the battery energy storage system, photovoltaic

(PV) generation is another promising solution as a distributed energy resource (DER) in the

grid and can be utilized during hazards, though attributed with the disadvantage of variable

power output due to its uncertainty [1]. A scheme for system resilience improvement via a

multi-objective optimization model is proposed in [85] for finding the optimal capacity and

allocated location of PV generation and battery storage so that PV generation and battery
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storage can be more accessible for both the load and non-black-start (NB-S) generating units

during extreme HILP events.

Deploying dedicated fiber-optic communication networks and sectionalizing switches

used for isolation of damaged components is beneficial to DS resilience while the DS

network can be reconfigured automatically to mitigate the impact of the faults. One example

of such advanced DS mechanisms is established by Chattanooga Electric Power Board

(EPB), which is one of the largest publicly owned electric power providers in the U.S,

with $111 million funding from the Department of Energy (DOE) via the Smart Grid

Investment Grant program. Smart grid technology was applied to the DS to improve

its robustness via deploying a dedicated fiber-optics communication system, advanced

metering infrastructure, smart distribution switches, and other facilities to realize an effective

restoration automatically. The worth and the effectiveness of deploying the distribution

automation technology were verified when thousands of hours of outage time were avoided

thanks to smart switches while 250 times inefficient repair crew dispatches were avoid due to

the outage information provided by smart switches and advanced analytics for post-disaster

analysis [86–92]. Meanwhile, the fiber-optic system provides a basis for the technologies

that required significant high data exchange rates, e.g. phasor measurement units (PMUs),

a device used to estimate the magnitude and phase angle of the voltage or current in the

grid [93–101].

2.3 Research and Applications in Enhancing Short-Term Power System Resilience

Mobile power sources (MPSs), including truck-mounted mobile emergency generators

(MEGs), truck-mounted mobile energy storage systems (MESSs) and electric vehicles

(EVs) have great potentials to be employed as grid-support resources during power grid

emergency operating conditions to supply the critical loads and enhance the resilience of

distribution system (DS) via a swift disaster restoration. Additionally, power distribution

system resilience to HILP events can be elevated by holistic planning, operation, and control
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of microgrids in which critical loads can be supplied during emergencies [102, 103]. Due

to the evolving battery technology and the increasing demand for a more resilient power

system, the application of MPS and microgrid recently has been more and more focused.

2.3.1 Application of Microgrid in Enhancing Power System Resilience

A microgrid is defined as "an energy system consisting of distributed generation, demand

management, and other DERs that can connect and disconnect from the bulk power system

based on operating conditions" [13]. Microgrids, as the physical islands (PI) in a local area,

can be formed by exploiting DERs to provide continuous power supply to electric utilities

and customers after a fault. In [104], a real-time operational approach is proposed to form

multiple microgrids energized by distributed generation (DG) in the radial DS, aiming at

restoring critical loads from the power outages via a mixed-integer linear programming

(MILP) optimization model. In [105], microgrids are formed by DG and mobile generator to

serve the local demand in a given portion of the grid during the restoration after a fault occurs

and the improvement of reliability is verified by a reduced energy not supplied (ENS). A

methodology for minimizing the operation costs in normal operating condition and provide

power supply to the affected customers in outage areas are studied in [106] by scheduling

the output of the controllable DGs and energy storage systems and optimally-sectionalized

DS into self-supplied microgrid via stochastic formulations. A hierarchical control strategy

is proposed in [107] to apply to an existing direct current (DC) microgrid in the Illinois

Institute of Technology (IIT) to improve the economics and resilience of the DC microgrid.

A resilience-oriented microgrid optimal scheduling model is presented in [108] aiming at

minimizing the microgrid load curtailment by scheduling available resources when the main

grid is inaccessible in a prolonged outage duration, considering the uncertainties of load

demand, generation and the time and duration of the main grid supply interruption. In this

work, the problem is decomposed to normal operation (when the main grid could supply the

microgrid) and resilience operation (when the main grid power is not available) and efforts
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were proposed to improve the operational resilience by regulating the unit commitments,

energy storage schedules, and loads schedules. Microgrid as an efficient mechanism to

supply the critical loads during emergencies is studied in [109]. In this work, the restoration

problem is transformed to a maximum coverage problem in a form of linear integer program

by introducing the concepts of restoration tree and load group, considering DERs’ dynamic

performance. The DERs, however, are typically deployed at fixed locations across the

grid and thus are only able to support the local load points within a PI and maybe some in

neighboring PIs, but certainly not the demanded loads in further-away PIs [46, 110].

2.3.2 Application of Mobile Power Sources in Enhancing Power System Resilience

Comparing with stationary microgrids with fixed-location DERs and stationary battery

storage systems, mobile power sources (MPSs) which include mobile emergency generators

(MEGs), electric vehicles (EVs), and truck-mounted mobile energy storage systems (MESSs)

offer greater advantages to boost the DS resilience primarily driven by their mobility

[111–115]. The application of MPSs for enhanced resilience of DS has been studied in

several research efforts [116–118].

The investment in MESSs in radial DS to reduce the cost in normal operations and

relocation of MESSs under HILP events (e.g., natural disasters) to improve the power grid

resilience are studied in [119], where the proposed optimization is a two-stage stochastic

mixed-integer second order conic program (MISOCP) with binary decision variables repre-

senting the relocation of MESSs. This work also compares the results of the cases with and

without stationary energy storage units. In [120], aiming at minimizing the post-disaster

restoration cost, the coordination of MESS and DS network reconfiguration for forming

microgrids is formulated as a MILP model to facilitate critical loads service restoration.

MESSs can transfer the energy among multiple microgrids in the DS by traveling to and

locating at different locations in proper time. The utilization of plug-in EVs in a microgrid

is investigated in [111–115, 121] to improve the voltage profile and reduce the power loss
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of the microgrid that incorporates plug-in EVs, renewable energy sources, energy storage

system and DG. In the model presented in [121], the uncertainty of the renewable energy

sources is formulated by a stochastic optimization approach while the power loss can be

significantly reduced with plug-in EVs that can charge (or discharge) active power and/or

absorb (or inject) reactive power. Proactive preparedness prior to an imminent hurricane

is investigated in [122], including the allocation of generation resources (i.e. diesel oil,

electric batteries, and electric buses) in the system that incorporates distributed generators,

microgrids, charging stations and critical loads, considering resource transportation cost,

initial distribution of electric buses and severity of the expected hurricane. Due to the

uncertainty of the damage caused by the hurricane, the allocation problem is formulated

as a mixed-integer stochastic nonlinear program, which is further simplified into a MILP

problem by a proposed heuristic method. EVs can be charged to store energy not only

to meet its own transportation requirements, but also as an emergency power source to

supply electricity to critical loads during emergencies. The impact of the vehicle to grid

(V2G) service both on the individual EV and the power system operation is studied in [123]

where EVs can act as generation sources and/or as responsive loads according to the power

system operating states. Additionally, the result shows the cost of the vehicle owners can be

reduced and the impact of EVs on the grid is insignificant regarding power loss and voltage

regulation. An algorithm for Vehicle-to-Home (V2H) technology, as a simplified variation

of the vehicle-to-Grid (V2G) mechanism, is proposed in [124], using electric vehicles as

backup power sources to support the end customers during grid interruptions, with the

objective of maximizing the backup energy duration. Multiple homes, electric vehicles

and photovoltaic generation are considered in this work, though the electric network con-

straints are not considered. The pre-positioning and real-time allocation of MEG are studied

in [125] by two-stage dispatch framework, aiming at minimizing the outage duration of

loads considering loads’ priorities, demand sizes, and MEG routing problem. The problem

is formulated as a scenario-based two-stage stochastic optimization problem, where the first
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stage is to find the optimal pre-positioning location of the MEGs ahead of a natural disaster

while the second stage real-time dispatches MEGs from the pre-positioning location to some

portion of the network to restore critical loads by forming microgrids.

Furthermore, following a HILP hazard, the configuration of the DS may change due

to the unavailability of some distribution branches and other elements. DS network re-

configuration plays a significant role in rerouting and delivering the power from MPSs

to critical loads by switching some branches on and off and maintain the radial network

topology. The distribution branches can be equipped with remote-controlled switches (RCS)

that facilitate a network reconfiguration for the dynamic formation of the microgrid as

emergency operating conditions unfold. Several models of DS network reconfiguration have

been studied. The distribution system reconfiguration is formulated in [126] by three new

convex models, which are mixed-integer quadratic programming, mixed-integer quadrati-

cally constrained programming model and mixed-integer second-order cone programming.

In [127], a heuristic nonlinear constructive algorithm for DS reconfiguration is presented

with more computation time but higher accuracy. In [128], a DS reconfiguration methodol-

ogy based on the Ant Colony Algorithm (ACA) is proposed with an objective of reaching

the minimum power loss and better load balancing in a radial DS considering the existence

of DGs. The meta heuristic Harmony Search Algorithm (HSA) is used in [129] for DS

network reconfiguration and finding the optimal location of DG units to minimizing the real

power loss and boost voltage profile in DS. In [2, 78–83], the network reconfiguration at

transmission level is employed as temporarily corrective tool for load restoration in coping

with the predicted hazards as well as in normal operating conditions for economic gains and

financial benefits.
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Chapter 3: Mobile Power Sources Dispatch Coordinating With Distribution

System Reconfiguration for Post-Disaster Restoration

3.1 Introduction

In this chapter, in order to improve the power system operational resilience, the potential

of mobile power sources (MPSs) for the distribution system (DS) restoration after natural

disaster strikes is investigated. Meanwhile, due to the unavailability of some distribution

branches and in order to reroute and deliver the power from MPSs to critical loads, the

DS network reconfiguration is also taken into account to enable the formation of dynamic

microgrids by switching some branches on and off during the restoration process.

The rest of this chapter is organized as follows. First, a simple illustrative diagram is

presented which demonstrates the process of post-disaster restoration assisted by the MPS

dispatch. Afterward, a mixed-integer nonlinear programming (MINLP) model is proposed

for routing and scheduling of MPSs coordinated with the DS network reconfiguration to

improve the DS resilience against the natural hazards. The MINLP model is further lin-

earized into a mixed-integer linear programming (MILP) model to decrease the computation

complexity. Multiple types of MPSs, e.g., truck-mounted mobile emergency generators

(MEGs), truck-mounted mobile energy storage systems (MESSs) and electric vehicle (EV)

fleets, are dispatched considering the repair schedules of the damaged branches to facilitate

the DS restoration process. Eventually, case studies of three different damage scenario and

their numerical results are presented to describe how the DS restoration is facilitated with

the routing and scheduling of MPSs coordinated with DS reconfiguration.
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3.2 Proposed Framework for Power Grid Restoration via Routing and Scheduling

of MPSs Coordinated With DS Reconfiguration

Based on Figure 3.1, the unavailability of some distribution branches following a HILP

event results in a number of physical islands (PIs) in which some or all load points are

disconnected from the main grid. The optimal scheduling and routing of MPS can be

achieved via the proposed optimization formulation with the aim of enhancing the DS

resilience. Having identified the damaged branches in Stage I, the MPS can be moved to

other PIs in which some portions of critical loads can be recovered by the excessive power

provided by MPS, while the branches equipped with remote-controlled switches (RCS)

can open or close for optimal power delivery. Meanwhile, the other damaged branches are

repaired by repair crews and this loop is repeated until all damaged branches are repaired

and all load points are supplied by the main grid. The system is then fully restored and the

DS resilience function reaches its maximum.
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Figure 3.1: Simple illustrative diagram of MPSs’ assistance on enhancing resilience
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3.3 Formulation

This section presents a model for routing and scheduling of mobile power sources (MPSs)

coordinated with the distribution system (DS) reconfiguration. In this model, three types

of MPS are considered, including truck-mounted mobile emergency generators (MEGs),

truck-mounted mobile energy storage systems (MESSs) and electric vehicle (EV) fleets.

Meantime, the DS reconfiguration is also considered (i.e. switching the distribution lines

on and off) to help deliver the power from MPSs and substation (if available). Thus, the

objective function is aimed at maximizing the total loads supplied considering their priorities

and minimizing the total cost produced by the MPSs including the transportation cost of

the MPSs, battery degradation cost, and the cost of power generation of MEGs. Motivated

by [118], the extended objective function (3.1) includes four terms, as follows:

max( ∑
t∈T

∑
i∈B

χi · pdi,t−∑
t∈T

∑
m∈M

Ctr
m ·ϕm,t−

∑
t∈T

∑
m∈{S,V}

CP
m · (pch

m,t + pdch
m,t )−∑

t∈T
∑

m∈G
δm · pm,t)

(3.1)

The first term is the total loads supplied weighted by the priority of the load points χi,

i.e. the weighted sum of supplied loads, over the entire restoration time period T; the second

term is the transportation cost of MPSs, due to the trips they make during the restoration

phase; the third term reflects the cost of battery degradation of EV fleets and MESSs when

charging and discharging during the restoration process; and the last term is the relative

cost of the MEG outputs. The second term is added to minimize the traveling time of

MPSs to avoid unnecessary transportation since the MPSs should not travel around once all

loads are restored. Meanwhile, if there may exist various MPS dispatch strategies that can

achieve the same restoration result, the strategy achieving the optimal result with the MPSs

with the minimum transportation costs will be selected. The transportation cost coefficient
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Ctr
m of MPS m is a constant representing the relative transportation cost of each MPS. The

third term is aimed to reduce the battery degradation cost so that the redundant charging

and discharging are avoided during the restoration phase. The MEGs consume the fuel to

generate power and provide the energy for transporting themselves. The last term is added

to minimize the cost associated with the power output of MEGs so that the unnecessary

real power output from MEGs is reduced. Additionally, if there are multiple MEGs with

different generation cost (represented by δm) available for dispatch, the strategy using the

MEGs with lower generation cost to generate power is selected. Note that in general the

objective of maximizing the loads supplied is dominant.

Along with the objective function, a number of constraints need to be taken into account

for the DS restoration problem as follows.

• MPS Connection Constraints: Following a HILP disaster, the MPSs rapidly travel

and get connected in the PIs to supply electricity where needed. Since the MPSs need

associated facilities to connect to the grid, the load points equipped with correspond-

ing connecting facilities can be set as the candidate nodes of MPSs. At each time

period, each MPS can be connected to at most one pre-determined candidate node, as

enforced in (3.2). MPSs cannot connect to the load points that are not equipped with

associated facilities, as stated in constraint (3.3). Constraint (3.4) indicates that the

allowed number of MPSs connected to a node is limited to stations’ capacity at each

candidate node. Constraint (3.5) states that the MPSs cannot travel to other nodes

when connected to a candidate node.

∑
i∈Bm

µm,i,t ≤ 1, ∀m ∈M,∀t ∈ T (3.2)

∑
i∈B\Bm

µm,i,t = 0, ∀m ∈M,∀t ∈ T (3.3)

∑
m∈Mi

µm,i,t ≤ Nmps
i , ∀i ∈

⋃
m∈M

Bm,∀t ∈ T (3.4)
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ϕm,t = 1− ∑
i∈Bm

µm,i,t , ∀m ∈M,∀t ∈ T (3.5)

• MPS Routing Constraints: Constraint (3.6) ensures that the MPSs transportation

among different DS nodes satisfies the required travel time, where T travel
m,i j denotes the

required traveling time of MPS m between node i and node j

µm,i,t+τ +µm, j,t ≤ 1,∀m ∈M, ∀i, j ∈ Bm, ∀τ ≤ T travel
m,i j , ∀t + τ ≤ NT (3.6)

For better understanding, constraint (3.6) is explained with a simple example presented

as follows. Assume that the MPS m needs 2 time periods to travel between node i and

node j, i.e. T travel
m,i j = 2; then the following constraints are restricted:

µm,i,t+1 +µm, j,t ≤ 1, ∀t +1≤ NT (3.7)

µm,i,t+2 +µm, j,t ≤ 1, ∀t +2≤ NT (3.8)

Then, as Equations (3.7) and (3.8) show, if µm, j,t = 1 (MPS m is connecting to node j

at time t), then µm,i,t+1 = 0 = µm,i,t+2 = 0 (MPS m cannot be connected to node i at

time t +1 and t +2 since it takes 2 time periods to travel from node j to node i).

• MPS Power Scheduling Constraints: It is assumed that the truck-mounted MESSs

and MEGs consume the fuel for their transportation and the MEGs can be refueled

with tanker truck during the restoration process [130] while EV fleets consume electric

energy when they are in transport. The change in the state of charge (SOC) of MESSs

over time is determined by their charging and discharging behaviors, as represented

in (3.9) while the SOC of EV fleets is determined by their charging and discharging

as well as travel behaviors as stated in (3.10). Constraint (3.11) restricts the ranges

of SOC of MESSs and EV fleets over all time periods. Constraint (3.12) and (3.13)

respectively restrict the ranges of charging and discharging power for MESSs and EV
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fleets according to the corresponding rated power. Charging and discharging of MESS

and EV are mutually exclusive over all time periods, as represented in (3.14) which

also indicates that the MPS disconnected from DS can neither charge nor discharge.

Constraint (3.15) and (3.16) set the range of real and reactive power output of MEG

according to its rated power, respectively, and enforce MEG to have zero real and

reactive output when it is disconnected from the DS.

SOCm,t = SOCm,t−1 +(ηch
m · pch

m,t−pdch
m,t /η

dch
m ) ·∆t,∀m ∈ S, ∀t ≥ 1 (3.9)

SOCm,t = SOCm,t−1 +(ηch
m · pch

m,t− pdch
m,t /η

dch
m −ϕm,t ·Ptravel

m ) ·∆t, ∀m ∈ V, ∀t ≥ 1

(3.10)

SOCm ≤ SOCm,t ≤ SOCm,∀m ∈ {S,V},∀t ∈ T (3.11)

0≤ pch
m,t ≤ cm,t ·P

ch
m ,∀m ∈ {S,V},∀t ∈ T (3.12)

0≤ pdch
m,t ≤ dm,t ·P

dch
m ,∀m ∈ {S,V},∀t ∈ T (3.13)

cm,t +dm,t ≤ ∑
i∈Bm

µm,i,t ,∀m ∈ {S,V},∀t ∈ T (3.14)

0≤ pm,t ≤ ∑
i∈Bm

µm,i,t ·Pm,∀m ∈G,∀t ∈ T (3.15)

0≤ qm,t ≤ ∑
i∈Bm

µm,i,t ·Qm,∀m ∈G,∀t ∈ T (3.16)

• DS Radiality Constraints: For the radiality of a system consists of n nodes (buses),

there are two conditions which need to be satisfied [131]: (i) in the system, the number

of connected branches (lines) is equal to n−1; (ii) all load nodes are connected to

the source node (equivalent to all are connected).When some branches in the system

are damaged, several physical islands (PIs) are formed. The radiality requirements
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remain to be satisfied for each PI resulted from the damaged branches, since each PI

can be regarded as a subsystem consisted of some numbers of nodes. Therefore, in

such scenarios, the two conditions which need to be satisfied for the radiality of the

entire system become: (1) at each PI, the number of connected branches is equal to the

total number of nodes in the PI - 1; (2) all load points are connected to a determined

source node in each PI.

Assume that the total number of nodes in the system is NB, and the number of PI

resulted from the damaged branches is N, the number of nodes in the k-th PI is nk.

Then the condition (1) is represented as follows:

the number of closed branches in the k-th PI = nk−1 (3.17)

If the sum over equation (3.17) up for all PI, equation (3.18) is derived.

the number of closed branches in the whole system =
N

∑
k=1

nk−N (3.18)

Since ∑
N
k=1 nk = NB, constraint (3.19) is derived and satisfies the first condition.

∑
(i, j)∈L

αi j,t = NB−Nisland
t , ∀t ∈ T (3.19)

As for the second condition, for better illustration, the IEEE 33-node test system is

used as presented in Figure 3.2. The original 33-node DS is radial and all load points

are connected to the substation node as the source node. When a HILP natural disaster

strikes and some branches in the DS are damaged, six PIs are formed. Some PIs that

are isolated from the main grid only contain load nodes and no energy source. In each

PI, one node is considered as a fictitious source node (notice that this node does not

need to actually supply power to other nodes) and the remaining nodes are fictitious
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load points. The fictitious source node and fictitious load nodes are the source and the

destination of fictitious power flow, respectively. The amount of the fictitious flow

into a load node dfic
i,t is set as 1 at all nodes. Since the fictitious flows can only be

provided by the fictitious source node, the second condition is satisfied in constraint

(3.20)-(3.22) that enforce each load node to receive one unit of the fictitious flow from

the fictitious source node at each PI.
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Figure 3.2: Illustrative example for distribution system (DS) radility requirements

Constraints (3.20)-(3.21) ensure the fictitious flow balance for the fictitious load and

source nodes, respectively. Constraint (3.22) enforces the fictitious flow to be zero

in open branches. The large enough positive number M relaxes this constraint when

some branches are open (See [131] for additional details on the fictitious network and

radiality conditions). Finally, constraints (3.19)-(3.22) ensure that the DS remains

radial over all time periods.

∑
( j,i)∈L

f l ji,t− ∑
(i, j)∈L

f li j,t = dfic
i,t , ∀i ∈ B\Bsource

t ,∀t ∈ T (3.20)

∑
(i, j)∈L

f li j,t− ∑
( j,i)∈L

f l ji,t = f gi,t , ∀i ∈ Bsource
t ,∀t ∈ T (3.21)

−αi j,t ·M ≤ f li j,t ≤ αi j,t ·M, ∀(i, j) ∈ L, ∀t ∈ T (3.22)

31



• Branch Status Constraints: According to (3.23), the damaged branch must be open

if it has not yet been repaired at time t. Constraint (3.24) states that the undamaged

branches that are not equipped with remote-controlled switches (RCS) remain in their

initial status over all time periods.

αi j,t ≤ βi j,t , ∀(i, j) ∈ L, ∀t ∈ T (3.23)

αi j,t = α
0
i j, ∀(i, j) ∈ L\{Ldamaged

t ,Lswitch}, ∀t ∈ T (3.24)

• MPS Power Output Constraints: Constraints (3.25)-(3.26) indicate that the real or

reactive power injection or extraction at a candidate node for MPS siting is equal to

the sum of the real or reactive power output of the MPSs. The non-MPS nodes are

attributed zero real and reactive power from MPSs as expressed in (3.27).

pmps
i,t = ∑

m∈Mi∩{S,V}
µm,i,t · pdch

m,t − ∑
m∈Mi∩{S,V}

µm,i,t · pch
m,t

+ ∑
m∈Mi∩G

µm,i,t · pm,t , ∀i ∈
⋃

m∈M
Bm,∀t ∈ T

(3.25)

qmps
i,t = ∑

m∈Mi

µm,i,t ·qm,t , ∀i ∈
⋃

m∈M
Bm,∀t ∈ T (3.26)

pmps
i,t = qmps

i,t = 0, ∀i ∈ B\
⋃

m∈M
Bm,∀t ∈ T (3.27)

• Power Balance Constraints: Constraints (3.28)-(3.29) describe the real and reactive

power balance conditions at all nodes, respectively. The range of the demanded

load to be supplied is bounded in constraint (3.30). Constraint (3.31) enforces the

recovery rate of the supplied loads not to decrease. The power factor of the demand

is assumed to be fixed in (3.32). The real and reactive power flows in the online

branches are respectively limited by their real and reactive power capacities in (3.33)-
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(3.34). Constraints (3.33)-(3.34) also enforce the real and reactive power flow in open

branches to be zero.

∑
( j,i)∈L

p f ji,t− ∑
(i, j)∈L

p fi j,t = pdi,t−pgi,t− pmps
i,t , ∀i ∈ B,∀t ∈ T (3.28)

∑
( j,i)∈L

q f ji,t− ∑
(i, j)∈L

q fi j,t = qdi,t−qgi,t−qmps
i,t , ∀i ∈ B,∀t ∈ T (3.29)

0≤ pdi,t ≤ Pdemand
i,t ,∀i ∈ B, ∀t ∈ T (3.30)

pdi,t−1/Pdemand
i,t−1 ≤ pdi,t/Pdemand

i,t ,∀i ∈ B, ∀t ≥ 1 (3.31)

qdi,t = (Qdemand
i,t /Pdemand

i,t ) · pdi,t ,∀i ∈ B, ∀t ∈ T (3.32)

−αi j,t ·Pi j ≤ p fi j,t ≤ αi j,t ·Pi j,∀(i, j) ∈ L,∀t ∈ T (3.33)

−αi j,t ·Qi j ≤ q fi j,t ≤ αi j,t ·Qi j,∀(i, j) ∈ L,∀t ∈ T (3.34)

• Power Flow Constraints: Based on the DistFlow branch equations in [132], constraint

(3.35) and (3.36) represent the power flow equation. The large enough positive number

M value is a relaxation parameter to relax these two constraints for open branches.

Constraint (3.37) states the boundary for the voltage magnitudes across the network.

V sqri,t−V sqr j,t ≤(1−αi j,t) ·M+2 · (ri j · p fi j,t + xi j ·q fi j,t), ∀(i, j) ∈ L,∀t ∈ T

(3.35)

V sqri,t−V sqr j,t ≥(αi j,t−1) ·M+2 · (ri j · p fi j,t + xi j ·q fi j,t), ∀(i, j) ∈ L,∀t ∈ T

(3.36)

Vsqr
i
≤V sqri,t ≤ Vsqri,∀i ∈ B,∀t ∈ T (3.37)
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In summary, the formulation for routing and scheduling of MPSs coordinated with

the DS reconfiguration is as follows:

1. Objective Function: Equation (3.1)

2. Constraints: Equation (3.2) - (3.6), equation (3.9) - (3.16), equation (3.19) -

(3.37)

Note that constraints (3.25) and (3.26) include non-linear terms in the form that a

binary variable (e.g. µm,i,t) is multiplied by a continuous variable (e.g. pdch
m,t ). This

makes the optimization problem a mixed-integer non-linear programming (MINLP)

model with very high computation complexity.

A linearization technique is exploited as illustrated below [133]. For instance, the

nonlinear term µm,i,t · pdch
m,t can be substituted by Pdch

m,i,t and the following constraints

are employed:

0≤ Pdch
m,i,t ≤ µm,i,t ·P

dch
m (3.38)

pdch
m,t +(µm,i,t−1) ·Pdch

m ≤ Pdch
m,i,t ≤ pdch

m,t (3.39)

where, if µm,i,t = 1, then we have Pdch
m,i,t = pdch

m,t ; if µm,i,t = 0, then Pdch
m,i,t = 0. The same

approach can also applied to the term µm,i,t · pch
m,t , µm,i,t · pm,t and µm,i,t ·qm,t .

Afterward, the MINLP formulation is linearized into a mixed-integer linear program-

ming (MILP) problem and, therefore, the computation complexity is significantly

reduced.
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3.4 Case Study: Modified IEEE 33-Node Test System

3.4.1 System Characteristics, Assumptions, and Data

In this section, the proposed method is applied on the modified IEEE 33-node test system

which contains one substation node, 37 distribution lines (including 5 tie lines) to verify

the method effectiveness. In this thesis, the stations that have grid connection facilities for

electric vehicle (EV) fleets are charging stations [134, 135], and the stations that have the

grid connection facilities for mobile energy storage systems (MESSs) and mobile emergency

generators (MEGs) are designated as the MESS stations [136]. Assume that there are

3 charging stations and 3 MESS stations available in the distribution system (DS), as

shown in Figure 3.3. Additionally, 8 remote-controlled switches (RCSs) are allocated [137]

as depicted in Figure 3.3. It is assumed that 3 MPSs are available: MESS 1 with 500

kW/776 kWh capacity [138], MEG 1 with 800 kW/600 kVar capacity [139], EV fleet 1

incorporating 2 electric buses with 150 kW/150 kWh capacity [135] and 0.25 kW energy

consumption rate for transportation [140]. The tie lines in the DS are normally open. Only

the branches equipped with RCS can be switched during the restoration process. The priority

of load nodes are randomly generated between 1 and 10, which are lower than the typical

interruption cost of various types of customers [141]. The connection status of tie lines are

open while the rest branches are closed during normal operation.

All MPSs are located at the substation node and fully charged to prepare for potential

emergency events. When the natural hazards or emergency events occur, once the damaged

branches are identified as well as the repair plan is proposed, the MPSs will depart from the

substation node to supply the critical loads. Three different damage scenarios are considered

in this section.
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Figure 3.3: The modified IEEE 33-node test system

3.4.2 Case Study 1: Damage Scenario 1

Assume that 9 branches are damaged after the hazard strikes as depicted in Figure 3.4, and

the repair plan is adopted as shown in Table 3.1. According to the repair plan, the whole

restoration process is set as T = 24 time periods while each time period is ∆t = 0.5hr.

Table 3.1: Repair Order of Damaged Branches in Case Study 1

Time period (t) 3 6 7 9 13 16 20 22 24
Repaired branch 19-20 8-9 9-10 12-13 16-17 30-31 27-28 24-25 23-24

The strategy of MPSs dynamic dispatch is obtained as presented in Table 3.2. The

symbol "→" denotes that the MPS is during transportation. The activity of the branches

equipped with RCS is demonstrated in Table 3.3.

Table 3.2: Location of MPSs in Each Time Period in Case Study 1

1 2~3 4~7 8 9~12 13~14 15 16~17 18~24
EV 1 node 1 → → node 5 → node 33

MESS 1 node 1 → node 15 →
MEG 1 node 1 →

---

MPS

Time Period

node 33
node 29

node 29

The recovery rate in each time period is depicted in Figure 3.5. Curves for the case
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Figure 3.4: Damage scenario in case study 1

Table 3.3: Distribution System (DS) Reconfiguration Actions in Case Study 1

Time period Remote-controlled switch (RCS) actions
t  = 1 close branch 9-15, 12-22, 18-33, 25-29
t = 7 open branch 12-22, close branch 9-10 (reparied)
t  = 9 open branch 9-15

t  = 16 close branch 30-31 (repaired)
t  = 17 close branch 9-15, open branch 14-15
t  = 20 open branch 9-15,18-33, close branch 14-15
t  = 24 open branch 25-29

only using DS reconfiguration method and the benchmark case without any MPS supply

and DS reconfiguration are included for comparison. As can be seen in Figure 3.5, without

MPS and DS reconfiguration, the benchmark case has the lowest recovery rate over the

restoration process. With MPS and DS reconfiguration employed, the proposed method

restore the system to 89% at t = 16 and to 100% at t = 22. To be specific, with MPS and

DS reconfiguration, the proposed method achieves a load outage recovery of around 30%

higher than the benchmark case at time period t = 4∼ 8 and at least 20% higher than the

case with DS reconfiguration alone at t = 4∼ 19.

The curves for the system load demand, SOC of EV fleet 1, SOC of MESS 1, real power

output of MEG 1 are demonstrated in Figure 3.6.
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Figure 3.5: Load restoration in each time period using different strategies: Case Study 1

Based on Tables 3.1 to 3.3 and Figures 3.4 and 3.6, the strategy of MPSs dispatch

coordinated with the DS reconfiguration attains a better system restoration. Specifically,

following a HILP event, all three MPSs should be departed from the substation node at t = 1

to supply the critical loads while tie lines 9-15, 12-22, 18-33, and 25-29 which are normally

open (i.e., offline) should be closed (i.e., online) in order to change the DS topology such that

several PIs can be linked to facilitate the MPSs contribution in recovery of load outages in

the subsequent time periods. Note that branch 14-15 and 28-29 are already online during the

normal operating conditions, while branches 9-10 and 30-31 are offline due to the post-event

damages. Some time periods in the restoration process are illustrated in Figures 3.7 to 3.11.

At time t = 3, branch 19-20 is repaired by repair crews. At time t = 4, EV fleet 1, MESS 1,

and MEG 1 are respectively connected to node 33, node 15, and node 29 to supply critical

loads. EV fleet 1 supplies node 18 rather than node 33 since node 18 has higher priority. At

t = 9, branch 8-9, branch 9-10 and branch 12-13 have been repaired at earlier time periods;

MESS 1 moves to node 29 and ready to supply the critical loads in the subsequent time

periods. MESS 1 recharge itself at t = 5 ∼ 6 since branch 8-9 is repaired and node 15 is

reconnected to the main grid. At t = 15, EV fleet 1 travel to node 5 to get charged to supply

loads in the following time periods. At t = 18, EV fleet 1 transport to node 33 and continue
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to supply the critical loads. At t = 22, branch 24-25 is repaired, and the DS is fully restored.
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Figure 3.6: SOC of EV fleet 1, SOC of MESS 1, real power output of MEG 1 and system
load demand in each time period: Case Study 1
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Figure 3.7: DS restoration process co-optimized with MPS dispatch and DS reconfiguration
(Case Study 1, t = 3)
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(Case Study 1, t = 4)
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Figure 3.9: DS restoration process co-optimized with MPS dispatch and DS reconfiguration
(Case Study 1, t = 9)
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Figure 3.10: DS restoration process co-optimized with MPS dispatch and DS reconfiguration
(Case Study 1, t = 15)

41



81

9 10   11

12 13

14 15

16 17

18

6

19

7

20 21 22

23

5   

24 25

28

3029 31 32 33

26 27

2 3 4

Charging 
station

MESS 
stationLoad nodeSubstation 

node
Tie line Remote-controlled 

switch (RCS)

Damaged 
branch

Repaired 
branch

Fully restored 
load node

EV MESS MEG

t = 18

Figure 3.11: DS restoration process co-optimized with MPS dispatch and DS reconfiguration
(Case Study 1, t = 18)

3.4.3 Case Study 2: Damage Scenario 2

Assume that 9 branches are damaged after the HILP hazard strikes as depicted in Figure 3.12,

and the repair plan is adopted as shown in Table 3.4. According to the repair plan, the whole

restoration process is set as NT = 24 time periods while each time period lasts ∆t = 0.5hr.

Table 3.4: Repair Order of Damaged Branches in Case Study 2

Time period (t) 3 5 8 10 13 16 19 23 24
Repaired branch 1-2 19-20 5-6 7-8 26-27 25-29 32-33 12-13 11-12

The strategy of MPSs dynamic dispatch is obtained as presented in Table 3.5. The

symbol "→" denotes that the MPS is during transportation. The activity of the branches

equipped with RCS is demonstrated in Table 3.6.

The recovery rate in each time period is depicted in Figure 3.13. Curves for the case

only using DS reconfiguration method and the benchmark case without any MPS supply

and DS reconfiguration are included for comparison. As can be seen in Figure 3.13, without
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Figure 3.12: Damage scenario in Case Study 2

Table 3.5: Location of MPSs in Each Time Period in Case Study 2

1 2 3 4 5 6~7 8 9 10 11~12 13~24
EV 1 node 1 → → node 5 → → node 33

MESS 1 node 1 →
MEG 1 node 1

Time Period

node 8 node 8
→
→

node 15 node 29
node 29

---

MPS

Table 3.6: Distribution System (DS) Reconfiguration Actions in Case Study 2

Time period Remote-controlled switch (RCS) actions
t  = 1 close branch 9-15, 12-22, 18-33
t  = 19 open branch 18-33
t  = 23 open branch 12-22
t  = 24 open branch 9-15
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MPS and DS reconfiguration, the benchmark case has the lowest recovery rate over the

restoration process. With MPS and DS reconfiguration employed, the proposed method

restore the system to 98% at t = 10 and to 100% at t = 24. To be specific, with MPS and

DS reconfiguration, the proposed method achieves a higher load outage recovery around

30% higher than the benchmark case at time period t = 4∼ 12 and at least 20% higher than

the case with DS reconfiguration alone at t = 4∼ 15.
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Figure 3.13: Load restoration in each time period using different strategies: Case Study 2

The curves for the system load demand, SOC of EV fleet 1, SOC of MESS 1, real power

output of MEG 1 are demonstrated in Figure 3.14. Based on Tables 3.4 to 3.6 and Fig-

ures 3.12 and 3.14, the strategy of MPSs dispatch coordinated with the DS reconfiguration

attains a better system restoration. Following a HILP event, tie lines 9-15, 12-22, and 18-33

which are normally open (i.e., offline) should be closed (i.e., online) in order to change

the DS topology such that several PIs can be linked to facilitate the MPSs contribution in

recovery of load outages in the subsequent time periods. Note that branch 9-10, 14-15,

28-29, and 30-31 are already online during the normal operating conditions, while branches

25-29 is offline due to post-event damages.
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Figure 3.14: SOC of EV fleet 1, SOC of MESS 1, real power output of MEG 1 and system
load demand in each time period: Case Study 2
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3.4.4 Case Study 3: Damage Scenario 3

Assume that 8 branches are damaged after the hazard strikes as depicted in Figure 3.15, and

the repair plan is adopted as shown in Table 3.7. According to the repair plan, the whole

restoration process is set as NT = 24 time periods while each time period lasts ∆t = 0.5hr.

Table 3.7: Repair Order of Damaged Branches in Case Study 3

Time period (t) 3 5 7 10 13 17 20 24
Repaired branch 4-5 6-7 6-26 27-28 29-30 16-17 11-12 21-22
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Figure 3.15: Damage scenario in Case Study 3

The strategy of MPSs dynamic dispatch is obtained as presented in Table 3.8. The

symbol "→" denotes that the MPS is during transportation. The activity of the branches

equipped with RCS is demonstrated in Table 3.9.

The recovery rate in each time period is depicted in Figure 3.16. Curves for the case only

using DS reconfiguration method and the benchmark case without any MPS supply and DS

reconfiguration are included for comparison. As can be seen in Figure 3.16, without MPS

and DS reconfiguration, the benchmark case has the lowest recovery rate over the restoration

process. With MPS and DS reconfiguration, the proposed method restore the system to 99%
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Table 3.8: Location of MPSs in Each Time Period in Case Study 3

1 2 3 4~5 6~7 8~24
EV 1 node 1 → → node 33

MESS 1
MEG 1 node 1

---

MPS
node 8

→ node 15

Time Period

node 1

Table 3.9: Distribution System (DS) Reconfiguration Actions in Case Study 3

Time period Remote-controlled switch (RCS) actions
t  = 1 close branch 9-15, 12-22, 18-33, 25-29

t  = 10 open branch 25-29
t  = 17 open branch 18-33
t  = 20 open branch 9-15
t = 24 open branch 12-22

at t = 17 and to 100% at t = 20. To be specific, with MPS and DS reconfiguration employed,

the proposed method achieves a higher recovery rate around 10% higher than the benchmark

case at time period t = 1∼ 19 and 10% higher than the case with DS reconfiguration alone

at t = 3∼ 4.
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Figure 3.16: Load restoration in each time period using different strategies: Case Study 3
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The curves for the system load demand, SOC of EV fleet 1, SOC of MESS 1, real power

output of MEG 1 are demonstrated in Figure 3.17. Based on Tables 3.7 to 3.9 and Fig-

ures 3.15 and 3.17, the strategy of MPSs dispatch coordinated with the DS reconfiguration

attains a better system restoration. Specifically, following a HILP event, tie lines 9-15,

12-22, 18-33, and 25-29 which are normally open (i.e., offline) should be closed (i.e., online)

in order to change the DS topology such several PIs can be linked to facilitate the MPSs

contribution in recovery of load outages in the subsequent time periods. Note that branch

9-10, 14-15, 28-29, and 30-31 are already online during the normal operating conditions.

3.5 Conclusion

In this chapter, the promising potential of mobile power sources (MPSs) on improving power

system operational resilience is investigated. In the three case studies presented, it was

demonstrated that the proposed MPS dispatch method improves the load outage recovery

rate to a higher level at earlier time periods, compared with the benchmark system and the

cases where only the DS reconfiguration method is employed. Cooperating with distribution

system reconfiguration, the effectiveness of MPS dispatch to facilitate the restoration process

and to enhance the system resilience is demonstrated and fully explained.
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load demand in each time period: Case Study 3
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Chapter 4: Mobile Power Sources Dispatch Coordinating With Distribution

System Reconfiguration for Post-Disaster Restoration Considering

the Presence of Photovoltaic Generation

4.1 Introduction

With the increasing interest in the renewable energy resources, this chapter investigates the

coordination of photovoltaic (PV) generation with mobile power sources (MPSs) to improve

the resilience of power systems, by assuming a PV farm located in the distribution system

(DS). By introducing PV generation, the mathematical model presented in Section 3.3 in

Chapter 3 is further extended. This chapter is organized as follows. Firstly, the model

in Chapter 3 is extended. Afterward, three different damage scenarios are considered in

the case studies to explore the impact of PV generation on the proposed method for DS

restoration.

4.2 Extended Formulation

The objective function (3.1) is extended to include the terms associated with PV generation,

as follows:

max( ∑
t∈T

∑
i∈B

χi · pdi,t−∑
t∈T

∑
m∈M

Ctr
m ·ϕm,t−∑

t∈T
∑

m∈{S,V}
CP

m · (pch
m,t + pdch

m,t )−

∑
t∈T

∑
m∈G

δm · pm,t−∑
t∈T

∑
i∈B

PVC · pSC
i,t )

(4.1)

In (4.1), an additional fifth term is represented by the value of loss of solar energy multiplied

by the curtailed power of solar farm during the restoration process. This term is added to

minimizing the cost produced by the curtailed power of solar farm so that the use of solar

energy is maximized.

Additionally, some constraints need to be modified and several additional constraints
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need to be included. The real power balance constraints (3.28) are modified as follows:

∑
( j,i)∈L

p f ji,t− ∑
(i, j)∈L

p fi j,t = pdi,t−pgi,t− pmps
i,t − ps

i,t , ∀i ∈ B,∀t ∈ T (4.2)

where ps
i,t denotes the real power generated by the solar farm on node i at time t. Note that

it is assumed here that the power factor of the PV generation is 1, and thus the PV farm only

inject real power into the distribution grid. The following constraints associated with the PV

generation need to be added:

pSC
i,t = Ps

i,t− ps
i,t , ∀i ∈ B,∀t ∈ T (4.3)

0≤ ps
i,t ≤ Ps

i,t , ∀i ∈ B,∀t ∈ T (4.4)

The solar power curtailment is formulated in constraint (4.3). At any node hosting the

solar farm, the amount of solar power generation depends on solar power availability and

solar power capacity as demonstrated in constraint (4.4).

4.3 Case Study: Modified IEEE 33-Node Test System Considering PV Generation

4.3.1 System Characteristics, Assumption, and Data

In this chapter, the modified IEEE 33-node test system is adopted for case studies. The

system characteristics, assumption and data in Section 3.4 are continued to be used in this

section. Furthermore, it is assumed that a PV farm of 500 kW capacity is located at node 10

in the DS as Figure 4.1 demonstrates. The maximum available real power from the PV farm,

Ps
i,t , depends on the weather conditions and it is typically predicted based on the historical

data. In the case studies, it is assumed that the predicted data of Ps
i,t is available. The three

damage scenarios and the corresponding repair plans used in Section 3.4 are employed in

this section for case studies to compare the effectiveness of the proposed method in the case
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with PV generation against that in the case without PV generation.4/27/2019 1:27 PM
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Figure 4.1: The modified IEEE 33-node test system with solar farm

4.3.2 Case Study 1b: Damage Scenario 1 with PV Generation

The same damage scenario (Figure 3.4) and the same repair plan (Table 3.1) in Section 3.4.2

are adopted here. The strategy of MPSs dynamic dispatch is obtained the same as the

strategy in the case without the solar farm, as shown in Table 3.2. The activity of the

branches equipped with the RCS is the same as those taken in the case without the solar

farm, as demonstrated in Table 3.3. The recovery rate in each time period is depicted in Fig-

ure 4.2. Curves for the case only using DS reconfiguration method and the benchmark case

without any MPS supply and DS reconfiguration are included for comparison. Figure 4.2

demonstrates that the proposed method remains effective to facilitate the restoration speed.

With the proposed method, the recovery rate in the case 1 with and without PV generation

is shown in Figure 4.3. Specifically, compared with the case without PV generation, the

proposed method in the case with PV generation has 2% higher recovery rate at t = 3∼ 5

while the other time periods have the same recovery rate.

The curves for the system load demand, SOC of EV fleet 1, SOC of MESS 1, the real

power output of MEG 1 as well as the utilized real power output from the solar farm are
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demonstrated in Figure 4.4. The PV real power output is utilized since t = 3. The PV

real power output is not utilized at the beginning which is because of the non-decreasing

recovery constraint (Equation (3.31)). The system load increases significantly at t = 3 and

at t = 1 ∼ 2 PV real power output just slightly increase. Since the PV generation cannot

maintain the recovery rate of the surrounding load node at the subsequent time period if

its real power output is utilized since t = 1, thus the PV real power output at t = 1∼ 2 is

curtailed (wasted). Compared with the case without PV generation, the SOC of EV fleet

1 and MESS 1 and the real power output of MEG 1 remain the same in the case with PV

generation. Therefore, in case 1, the PV generation further improves the recovery rate at

some time periods, though the increase is not significant.
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Figure 4.2: Load restoration in each time period using different strategies: Case Study 1
with PV
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Figure 4.3: Load recovery rate: Case Study 1 with and without PV
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Figure 4.4: SOC of EV fleet 1, SOC of MESS 1, real power output of MEG 1, system load
demand and PV real power output in each time period: Case Study 1 with PV
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4.3.3 Case Study 2b: Damage Scenario 2 with PV Generation

The same damage scenario (Figure 3.12) and the same repair plan (Table 3.4) in Sec-

tion 3.4.3 are adopted here. The strategy of MPSs dynamic dispatch is obtained the same as

the strategy in the case without the solar farm, as shown in Table 3.5. The activity of the

branches equipped with RCS is the same as the action taken in the case without the solar

farm, as demonstrated in Table 3.6. The recovery rate in each time period is depicted in Fig-

ure 4.5. Curves for the case only using DS reconfiguration method and the benchmark case

without any MPS supply and DS reconfiguration are included for comparison. Figure 4.5

demonstrates that the proposed method remains effective to facilitate the restoration speed.
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Figure 4.5: Load restoration in each time period using different strategies: Case Study 2
with PV

With the proposed method, the recovery rate in the Case Study 2 with and without

PV generation is shown in Figure 4.6. Specifically, compared with the case without PV

generation, the proposed method in the case with PV generation has 3% higher recovery

rate at t = 5∼ 9 while the other time periods have the same recovery rate.

The curves for the system load demand, SOC of EV fleet 1, SOC of MESS 1, the real

power output of MEG 1 as well as the utilized real power output from the solar farm are

demonstrated in Figure 4.7. The PV real power output is utilized since t = 3. Similar to
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Figure 4.6: Load recovery rate: Case Study 2 with and without PV

case 1, the PV real power output is not utilized at the beginning which is because of the

non-decreasing recovery constraint (Equation (3.31)). Compared with the case without PV

generation, the SOC of EV fleet 1 and the real power output of MEG 1 remain the same in

the case with PV generation. When MESS 1 connects to node 15, PV generation also supply

some surrounding loads, thus the SOC of MESS 1 is higher than that in the case without PV

generation at t = 4∼ 7.

Therefore, in Case Study 2, the PV generation further improves the recovery rate at

some time periods, though the increase is not significant.
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Figure 4.7: SOC of EV fleet 1, SOC of MESS 1, real power output of MEG 1, system load
demand and PV real power output in each time period: Case Study 2 with PV
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4.3.4 Case Study 3b: Damage Scenario 3 with PV Generation

The same damage scenario (Figure 3.15) and the same repair plan (Table 3.7) in Sec-

tion 3.4.4 are adopted here. The strategy of MPSs dynamic dispatch is obtained the same as

the strategy in the case without the solar farm, as shown in Table 3.8. The activity of the

branches equipped with RCS is the same as the action taken in the case without the solar

farm, as demonstrated in Table 3.9. The recovery rate in each time period is depicted in Fig-

ure 4.8. Curves for the case only using DS reconfiguration method and the benchmark case

without any MPS supply and DS reconfiguration are included for comparison. Figure 4.8

demonstrates that the proposed method remains effective to facilitate the restoration speed.
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Figure 4.8: Load restoration in each time period using different strategies: Case Study 3
with PV

With the proposed method, the recovery rate in the Case Study 3 with and without

PV generation is shown in Figure 4.9. Specifically, compared with the case without PV

generation, the proposed method in the case with PV generation has the same recovery rate

during the restoration.

The curves for the system load demand, SOC of EV fleet 1, SOC of MESS 1, the real
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Figure 4.9: Load recovery rate: Case Study 3 with and without PV

power output of MEG 1 as well as the utilized real power output from the solar farm are

demonstrated in Figure 4.10. The PV real power output is utilized since t = 3. Similar to

Case Study 1, the PV real power output is not utilized at the beginning which is because of

the non-decreasing recovery constraint (Equation (3.31)). Compared with the case without

PV generation, the SOC of EV fleet 1 and MESS 1 and the real power output of MEG 1

remain the same in the case with PV generation.

Therefore, in Case Study 3, the PV generation does not help to facilitate the restoration.
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Figure 4.10: SOC of EV fleet 1, SOC of MESS 1, real power output of MEG 1, system load
demand and PV real power output in each time period: Case Study 3 with PV
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4.4 Conclusion

This chapter investigates the impact of PV generation in the DS on the effectiveness of

the proposed MPS dispatch method in facilitating the restoration process. According

to Figures 4.2, 4.5 and 4.8, the proposed MPS dispatch method remains effective when

considering a PV farm in the DS. However, compared with the cases without PV generation,

the cases with PV generation have no significant change in the load recovery rates in the

three case studies, as Figures 4.3, 4.6 and 4.9 showed. Similarly, PV generation does not

affect the strategies of MPS dispatch and DS reconfiguration actions in these three case

studies. In order to investigate how much contribution PV generation makes to the DS

restoration agility and effectiveness, with only the DS reconfiguration method, the recovery

rates of the cases with PV generation are compared with those without PV generation as

demonstrated in Figure 4.11. As can be seen, even in the cases that the DS has PV generation

as the only emergency energy source, the contribution of PV generation to the DS restoration

is insignificant.

By analyzing the recovery rate of each individual load node and the damaged branch

repair plan, it is found that the PV farm and its surrounding load nodes are reconnected to

the main grid at relatively early time periods (i.e., t = 7, 10 and 5, respectively). Additionally,

due to the relatively small available PV real power output at the early time periods (i.e.

t = 1∼ 10), even though the PV real power output is 100% utilized since t = 3, it does not

make significant contribution to the DS restoration. As a result, under the given damaged

branch repair plan, PV generation make no significant contribution in facilitating the DS

restoration. We concluded that the PV effectiveness in the restoration process highly depends

on the location of such resources and the repair plan strategy taken during the restoration

process. In the next chapter, the impact of different damaged branch repair plan on the

contribution of MPS dispatch and PV generation to the DS restoration is investigated.
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Figure 4.11: Load recovery rate: Case Study 1∼ 3 with and without PV
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Chapter 5: The Contribution of MPS Dispatch, PV Generation and Repair Plan

on Post-Disaster Restoration

5.1 Introduction

In this chapter, according to the results achieved in case studies in Section 4.3, the impact of

the damaged branch repair plan on the contribution of MPS dispatch and PV generation to

the distribution system (DS) restoration needs to be investigated. In order to study the impact

of the repair plan, the case study continue to use the system characteristics, assumption and

data in Section 3.4 and Section 4.3, but only the repair plans are changed.

5.2 Case Study: Modified IEEE 33-Node Test System with Different Repair Plans

5.2.1 System Characteristics, Assumptions, and Data

In this section, the three damage scenarios in Section 3.4 and Section 4.3 continue to be

used here. In order to investigate the impact of the repair plan, it is assumed that due to

several reasons (e.g., traffic issues, insufficient repair crews, etc.), the repair plans used in

Section 3.4 and Section 4.3 are changed. The system with and without PV farm are both

studied in this section, and the system characteristics, the other assumptions, and data in

Section 3.4 and Section 4.3 continue to be used here. Thus, the result of the proposed MPS

dispatch method and the PV generation in the same systems with the same damage scenarios

but different repair plans can be compared.

5.2.2 Case Study 4: Damage Scenario 1 with Different Repair Plans

The damage scenario is the same as that in Case Study 1 (Figure 3.4) is adopted here, but the

repair strategy is changed as presented in Table 5.1. According to the repair plan, the whole

restoration process is set as T = 24 time periods while each time period lasts ∆t = 0.5hr.
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Table 5.1: Repair Order of Damaged Branches in Case Study 4

Time period (t) 3 4 7 9 13 16 19 20 24
Repaired branch 23-24 24-25 27-28 30-31 16-17 12-13 9-10 8-9 19-20

The proposed MPS dispatch method is exploited to both systems with and without PV

farm. The MPS dispatch strategy for the DS without PV farm is obtained as demonstrated

in Table 5.2. The MPS dispatch strategy for the DS with PV farm is obtained as presented

in Table 5.3. The obtained remote-controlled switch (RCS) actions for both systems with

and without PV generation are the same, as shown in Table 5.4.

The recovery rate achieved in Case Study 4 in both systems (with and without PV

generation) in each time period is depicted in Figure 5.1. As can be seen, with different

repair plans adopted, the proposed MPS dispatch method remains effective in facilitating the

DS restoration. In the case without PV generation, the proposed MPS method improves the

recovery rate 10∼ 20% higher than the DS reconfiguration method alone and reach 100%

recovery at t = 19. Compared with the case without PV generation, coordinated with the PV

generation, the proposed MPS method further enhances the recovery rate 7% at t = 13∼ 18

and reach the 100% recovery rate at t = 16.

Table 5.2: Location of MPSs in Each Time Period in Case Study 4 without PV Generation

1 2 3 4~15 16 17 18 19~24
EV 1 node 1

MESS 1 node 1 → → node 29 → node 21
MEG 1 node 1

MPS

---
Time Period

→ node 33
node 21

→ node 15

Table 5.3: Location of MPSs in Each Time Period in Case Study 4 with PV Generation

1 2 3 4~19 20~21 22~24
EV 1 node 1

MESS 1 node 1 →
MEG 1 node 1 node 15 → node 21

---

MPS
→

→

Time Period

node 21
node 33
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The curves for the system load demand, SOC of EV fleet 1, SOC of MESS 1, the real

power output of MEG 1 as well as the utilized real power output from the solar farm are

demonstrated in Figure 5.2. The PV real power output is utilized since t = 3. The PV

real power output is not utilized at the beginning which is because of the non-decreasing

recovery constraint (Equation (3.31)).

Table 5.4: Distribution System (DS) Reconfiguration Actions in Case Study 4

Time period Remote-controlled switch (RCS) actions
t  = 1 close branch 9-15, 12-22, 18-33, 25-29
t = 7 open branch 25-29
t = 9 close branch 30-31 (repaired)

t  = 19 close branch 9-10 (repaired), open branch 14-15
t  = 20 close branch 14-15, open branch 9-15, 18-33
t = 24 open branch 12-22
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Figure 5.1: Load restoration in each time period using different strategies: Case Study 4

Case Study 4 reveals that the proposed MPS dispatch method remains valid in different

repair strategies. Additionally, the coordination of PV generation in the DS with the proposed

MPS dispatch method can make a significant contribution to DS restoration when particular

repair plans are implemented.

65



0

1000

2000

3000

4000

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

kW

Time Period

System load demand

0

100

200

300

400

500

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

kW

Time Period

Available PV real power output

Utilized PV real power output

0

100

200

300

400

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

kW
h

Time Period

SOC of EV fleet 1 (Case 4 w/ PV)

SOC of EV fleet 1 (Case 4 w/o PV)

0

200

400

600

800

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

kW
h

Time Period

SOC of MESS 1 (Case 4 w/ PV)

SOC of MESS 1 (Case 4 w/o PV)

0

200

400

600

800

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

kW

Time Period

Real power output of MEG 1 (Case 4 w/ PV)

Real power output of MEG 1 (Case 4 w/o PV)

Figure 5.2: SOC of EV fleet 1, SOC of MESS 1, real power output of MEG 1, system load
demand and PV real power output in each time period: Case Study 4 with PV
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5.2.3 Case Study 5: Damage Scenario 2 with Different Repair Plans

The damage scenario, the same as that in Case Study 2 (Figure 3.12), is adopted here, but the

repair strategy is changed as presented in Table 5.5. According to the repair plan, the whole

restoration process is set as T = 24 time periods while each time period lasts ∆t = 0.5hr.

The proposed MPS dispatch method is exploited to both systems with and without PV farm.

Table 5.5: Repair Order of Damaged Branches in Case Study 5

Time period (t) 3 6 8 10 14 18 19 21 24
Repaired branch 1-2 5-6 26-27 25-29 32-33 12-13 11-12 7-8 19-20

The MPS dispatch strategy for the DS without PV farm is obtained as demonstrated in

Table 5.6. The MPS dispatch strategy for the DS with PV farm is obtained as presented in

Table 5.7. The obtained remote-controlled switch (RCS) actions for both systems with and

Table 5.6: Location of MPSs in Each Time Period in Case Study 5 without PV Generation

1 2 3 4 5~6 7~10 11 12~13 14~15 16 17 18~24
EV 1 node 1 → → → node 5 → node 8

MESS 1 node 1 →
MEG 1 node 1

---

node 8 node 33
→MPS node 29 node 21
→ node 15

Time Period

Table 5.7: Location of MPSs in Each Time Period in Case Study 5 with PV Generation

1 2 3 4 5~6 7~10 11 12~24
EV 1 node 1 → →

MESS 1 node 1 → node 21
MEG 1 node 1

---

MPS
→

Time Period

node 8 node 33
→ node 29

node 15

without PV generation are the same, as shown in Table 5.8.

The recovery rate achieved in Case Study 5 in both systems (with and without PV

generation) in each time period is depicted in Figure 5.3. The curves for the system load

demand, SOC of EV fleet 1, SOC of MESS 1, the real power output of MEG 1 as well as

the utilized real power output from the solar farm are demonstrated in Figure 5.4. The PV
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Table 5.8: Distribution System (DS) Reconfiguration Actions in Case Study 5

Time period Remote-controlled switch (RCS) actions
t  = 1 close branch 9-15, 12-22, 18-33
t  = 19 open branch 14-15
t  = 21 close branch 14-15, open branch 9-15, 18-33
t = 24 open branch 12-22
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Figure 5.3: Load restoration in each time period using different strategies: Case Study 5

real power output is utilized since t = 3. The PV real power output is not utilized at the

beginning which is because of the non-decreasing recovery constraint (Equation (3.31)). In

this case, the proposed method remains effective. The contribution from PV generation on

improving the recovery rate is not significant even though the available PV real power output

is fully utilized, as shown in Figures 5.3 and 5.4. In contrast, Figure 5.4 demonstrates that

the real power output of MEG 1 has significantly decreased, which means that the restored

loads more rely on the supply from PV generation and thus the energy from MEG 1 is saved.

Case Study 5 demonstrates that the PV generation in the DS can help save the energy

from MPSs during the DS restoration process.
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Figure 5.4: SOC of EV fleet 1, SOC of MESS 1, real power output of MEG 1, system load
demand and PV real power output in each time period: Case Study 5 with PV
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5.2.4 Case Study 6: Damage Scenario 3 with Different Repair Plans

The damage scenario, the same as that in case study 3 (Figure 3.15), is adopted here, but the

repair strategy is changed as presented in Table 5.9. According to the repair plan, the whole

restoration process is set as T = 24 time periods while each time period lasts ∆t = 0.5hr.

Table 5.9: Repair Order of Damaged Branches in Case Study 6

Time period (t) 3 7 12 14 16 18 20 24
Repaired branch 16-17 11-12 29-30 27-28 6-26 6-7 4-5 21-22

The proposed MPS dispatch method is exploited to both systems with and without PV

farm. The MPS dispatch strategy for the DS without PV farm is obtained as demonstrated

in Table 5.10. The MPS dispatch strategy for the DS with PV farm is obtained as presented

in Table 5.11. The obtained remote-controlled switch (RCS) actions for both systems with

and without PV generation are the same, as shown in Table 5.12.

Table 5.10: Location of MPSs in Each Time Period in Case Study 6 without PV Generation

1 2 3 4 5 6 7 8 9~13 14 15 16 17~24
EV 1 node 1 →

MESS 1 node 1 → → node 21 → node 29
MEG 1 node 1

---

MPS
node 8

→
→

node 15

Time Period

node 29
→ node 33

node 15

Table 5.11: Location of MPSs in Each Time Period in Case Study 6 with PV Generation

1 2 3 4~5 6 7 8~12 13~14 15~24
EV 1 node 1 → node 33 → node 8

MESS 1 node 1 →
MEG 1 node 1

→ node 15 node 29

---

MPS
→ node 15

Time Period

node 8 →

The recovery rate achieved in the Case Study 6 in both systems (with and without PV

generation) in each time period is depicted in Figure 5.5. The proposed MPS dispatch

method coordinated with PV generation improve the recovery rate around 7% higher than

that in the case without PV generation at t = 12∼ 16.
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Table 5.12: Distribution System (DS) Reconfiguration Actions in Case Study 6

Time period Remote-controlled switch (RCS) actions
t  = 1 close branch 9-15, 12-22, 18-33, 25-29
t  = 7 open branch 14-15

t  = 18 open branch 18-33
t  = 20 close branch 14-15, open branch 9-15, 25-29
t = 24 open branch 12-22
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Figure 5.5: Load restoration in each time period using different strategies: Case Study 6

The curves for the system load demand, SOC of EV fleet 1, SOC of MESS 1, the real

power output of MEG 1 as well as the utilized real power output from the solar farm are

demonstrated in Figure 5.6. The PV real power output is utilized since t = 3. The PV

real power output is not utilized at the beginning which is because of the non-decreasing

recovery constraint (Equation (3.31)).

Case Study 6 indicates that the proposed MPS dispatch method remains valid under

different repair strategies. Moreover, the coordination of PV generation in DS with the

proposed method can make a significant contribution to DS restoration in the case where

certain repair plans are applied.
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Figure 5.6: SOC of EV fleet 1, SOC of MESS 1, real power output of MEG 1, system load
demand and PV real power output in each time period: Case Study 6 with PV

72



5.3 The Impact of Different Repair Plans on the Proposed MPS Dispatch Method in

Improving the DS Resilience

The load restoration in Case Study 2 and Case Study 5 is presented in Tables 5.13 and 5.14.

Table 5.13 reveals that the repair plan in Case Study 5 is worse than that in Case Study 2

since the recovery rate is quite low in the majority of time intervals during the DS restoration

without the supply from MPSs. However, with the MPS dispatch method and the supply

of MPSs, the recovery rate in Case Study 5 significantly improves and it reaches to 100%

earlier than that in Case Study 2. Similarly, Table 5.14 demonstrates that with PV generation

and MPS dispatch, the "worse" repair plan in Case Study 5 obtain a higher recovery rate

than that in Case Study 2 and fully restore the entire system earlier. This finding reveals that

the MPS dispatch and PV generation can make a significant contribution to DS restoration

when the repair plan is poor. Furthermore, different repair strategy coordinated with the

proposed MPS dispatch method and PV generation may further facilitate the DS restoration

and improve the DS resilience in the face of alarming HILP events.

5.4 Conclusion

In this chapter, the impact of the repair strategy on the effectiveness of the proposed MPS

dispatch method and PV generation in facilitating the DS restoration is investigated. The

three case studies reveal that the proposed MPS dispatch method remains effective when

different repair strategies are exploited. When different repair strategies are applied, the

routing and scheduling of MPSs change. In addition, Case Study 5 reveals that when

an appropriate repair strategy is employed, the proposed method can further facilitate

the recovery speed and PV generation can help save the energy of the MPSs during the

restoration process.
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Table 5.13: Load Restoration Comparison Between Case Study 2 and Case Study 5 without
PV Generation

w/ DS 
reconfiguration

Proposed method
w/ DS 

reconfiguration
Proposed method

1 0 0 0 0

2 0 0 0 0

3 36 46.52643876 36 48.60456537

4 36 68.02694643 36 70.62256052

5 42.96094513 74.98789156 36 71.1597458

6 42.96094513 74.98789156 45 80.1597458

7 42.96094513 74.98789156 45 80.1597458

8 51.96094513 83.98789156 67 91.09445041

9 51.96094513 84.21221432 67 91.09445041

10 75.7920419 98.4101963 67 91.09445041

11 75.7920419 98.4101963 67 91.09445041

12 75.7920419 98.4101963 67 95.09445041

13 97.7920419 98.96094513 67 95.09445041

14 97.7920419 98.96094513 69.6917683 95.09445041

15 97.7920419 98.96094513 69.6917683 96.62268222

16 97.7920419 98.96094513 69.6917683 96.62268222

17 97.7920419 98.96094513 69.6917683 96.62268222

18 97.7920419 98.96094513 69.6917683 96.62268222

19 98.96094513 98.96094513 69.6917683 97.09445041

20 98.96094513 98.96094513 69.6917683 97.09445041

21 99.28507263 99.28507263 99.28507263 100

22 99.28507263 99.28507263 99.28507263 100

23 100 100 100 100

24 100 100 100 100

Time Period

(t )

No PV Generation

Case 2 Case 5
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Table 5.14: Load Restoration Comparison Between Case Study 2 and Case Study 5 with PV
Generation

w/ DS 
reconfiguration

Proposed method
w/ DS 

reconfiguration
Proposed method

1 0 0 0 0

2 0 0 0 0

3 36 46.44925117 36 49.44834439

4 36 67.94975884 36 72

5 42.96094513 77.50616255 36 72.06529539

6 42.96094513 77.50616255 45 81.06529539

7 42.96094513 77.50616255 45 81.06529539

8 51.96094513 86.50616255 67 92

9 51.96094513 87.49705575 67 92

10 75.7920419 98.4101963 67 92

11 75.7920419 98.4101963 67 92

12 75.7920419 98.4101963 67 96

13 97.7920419 98.96094513 67 96

14 97.7920419 98.96094513 75.22651986 96

15 97.7920419 98.96094513 75.22651986 97.01795366

16 97.7920419 98.96094513 75.22651986 97.01795366

17 97.7920419 98.96094513 75.22651986 98

18 97.7920419 98.96094513 75.22651986 98

19 98.96094513 98.96094513 75.22651986 100

20 98.96094513 98.96094513 75.22651986 100

21 99.28507263 99.28507263 99.28507263 100

22 99.28507263 99.28507263 99.28507263 100

23 100 100 100 100

24 100 100 100 100

Time Period

(t )

PV Generation

Case 2 Case 5
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Chapter 6: Conclusion

6.1 Conclusion

As the increasing trend of the occurrence of natural hazards is realized, the high-impact

low-probability (HILP) events challenge the power system more frequently. When the

prolonged electric outages caused by HILP events severely influence society and economics,

the conventional reliability view is not sufficient. It is significant to efficiently and smartly

exploit the existing resources to maintain the continuous supply of electricity to the critical

loads. While the stationary storage systems and the distributed energy resources (DERs)

in the power system can be the emergency energy source during the long-duration outages,

only the surrounding loads can be supplied. In order to shorten the prolonged outages and

improve the grid resilience, this research investigated the potential of utilizing the flexibility

of mobile power sources (MPSs) to supply critical loads in multiple areas during the outages.

When MPSs are exhausted due to the disadvantage of the limited capacity, the DERs, e.g.

photovoltaic generation (PV), in the system can be the supplement of the energy. Hence, the

cooperation and coordination of the MPSs with PV generation is also studied in this research.

Besides, the repair plan considerably affects the recovery speed and the recovery level of

the system after HILP events. The impact of different repair strategies on the contribution of

the proposed MPS dispatch method and the PV generation to promoting the restoration is

investigated in this thesis.

In Chapter 3, the dispatch of MPSs coordinated with the distribution system (DS) recon-

figuration during the restoration process is formulated as a mixed-integer linear programming

(MILP) model to derive the optimal MPS dispatch strategy during the system restoration.

Three case studies with different damage scenarios verified the effectiveness of the proposed

MPS dispatch, using the modified IEEE 33-node test system, and considering the dynamic

load variations over time.
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In Chapter 4, in order to explore the effectiveness of the proposed method in a DS

that incorporates solar farms, the coordination of the MPS dispatch and PV generation is

also formulated as a MILP model to derive the optimal MPS dispatch strategy. Taking PV

generation into account, case studies with different damage scenarios demonstrated the

effectiveness of the proposed method. The numerical results in the case with and without

PV generation were compared. It demonstrated that when exploiting the proposed method,

the PV generation may not have a significant contribution to the DS restoration under some

given repair strategies.

In Chapter 5, the impact of the repair strategy on the proposed MPS dispatch method

was studied. The same test system and damage scenarios were applied in the case studies

with different repair strategies. The proposed method remains effective under different

repair strategies. The numerical results revealed the contribution of PV generation and MPS

dispatch to facilitating the system restoration which was concluded dependent on the choice

of the repair strategy.

6.2 Future Research

The future work may include investigating the co-optimization of the MPS dispatch, PV

generation, and the repair strategy in facilitating the power system restoration during the

post-disaster outage scenarios.

Future research may also include incorporating the formulation for predicting the un-

certainty of the PV generation based on historical data when applying the proposed MPS

dispatch method.
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Figure A.1: The modified IEEE 33-node test system

90



Table A.1: IEEE 33-Node Test System Node Data

Node No.
Base Voltage 

(kV)
Voltage

Max (kV)
Voltage

Min (kV)
Nominal Load 

P (kV)
Nominal Load 

Q (kVar)
Priority*

1 12.66 13.293 12.027 0 0 4
2 12.66 13.293 12.027 100 60 2
3 12.66 13.293 12.027 90 40 4
4 12.66 13.293 12.027 120 80 7
5 12.66 13.293 12.027 60 30 4
6 12.66 13.293 12.027 60 20 9
7 12.66 13.293 12.027 200 100 9
8 12.66 13.293 12.027 200 100 5
9 12.66 13.293 12.027 60 20 10
10 12.66 13.293 12.027 60 20 3
11 12.66 13.293 12.027 45 30 5
12 12.66 13.293 12.027 60 35 4
13 12.66 13.293 12.027 60 35 6
14 12.66 13.293 12.027 120 80 8
15 12.66 13.293 12.027 60 10 5
16 12.66 13.293 12.027 60 20 5
17 12.66 13.293 12.027 60 20 1
18 12.66 13.293 12.027 90 40 7
19 12.66 13.293 12.027 90 40 4
20 12.66 13.293 12.027 90 40 7
21 12.66 13.293 12.027 90 40 10
22 12.66 13.293 12.027 90 40 6
23 12.66 13.293 12.027 90 50 9
24 12.66 13.293 12.027 420 200 6
25 12.66 13.293 12.027 420 200 8
26 12.66 13.293 12.027 60 25 1
27 12.66 13.293 12.027 60 25 7
28 12.66 13.293 12.027 60 20 1
29 12.66 13.293 12.027 120 70 5
30 12.66 13.293 12.027 200 600 7
31 12.66 13.293 12.027 150 70 5
32 12.66 13.293 12.027 210 100 4
33 12.66 13.293 12.027 60 40 6

∗ The priority weights of loads are randomly generated ranging from 1 ∼ 10.
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Table A.2: IEEE 33-Node Test System Distribution Line Data

Line No. From Node To Node  R (ohms)  X (ohms)
Maximum 
Capacity 
P (kW)

Maximum 
Capacity 

Q (kVAR)
1 1 2 0.0922 0.0470 4600 4600
2 2 3 0.4930 0.2511 4100 4100
3 3 4 0.3660 0.1864 2900 2900
4 4 5 0.3811 0.1941 2900 2900
5 5 6 0.8190 0.7070 2900 2900
6 6 7 0.1872 0.6188 1500 1500
7 7 8 0.7114 0.2351 1050 1050
8 8 9 1.0300 0.7400 1050 1050
9 9 10 1.0440 0.7400 1050 1050
10 10 11 0.1966 0.0650 1050 1050
11 11 12 0.3744 0.1298 1050 1050
12 12 13 1.4680 1.1550 500 500
13 13 14 0.5416 0.7129 450 450
14 14 15 0.5910 0.5260 300 300
15 15 16 0.7463 0.5450 250 250
16 16 17 1.2890 1.7210 250 250
17 17 18 0.7320 0.5740 100 100
18 2 19 0.1640 0.1565 500 500
19 19 20 1.5042 1.3554 500 500
20 20 21 0.4095 0.4784 210 210
21 21 22 0.7089 0.9373 110 110
22 3 23 0.4512 0.3083 1050 1050
23 23 24 0.8980 0.7091 1050 1050
24 24 25 0.8960 0.7011 500 500
25 6 26 0.2030 0.1034 1500 1500
26 26 27 0.2842 0.1447 1500 1500
27 27 28 1.0590 0.9337 1500 1500
28 28 29 0.8042 0.7006 1500 1500
29 29 30 0.5075 0.2585 1500 1500
30 30 31 0.9744 0.9630 500 500
31 31 32 0.3105 0.3619 500 500
32 32 33 0.3410 0.5302 100 100
33 8** 21** 2.0000 2.0000 1050* 1050*
34 9** 15** 2.0000 2.0000 1050* 1050*
35 12** 22** 2.0000 2.0000 500* 500*
36 18** 33** 0.5000 0.5000 500* 500*
37 25** 29** 0.5000 0.5000 1050* 1050*

∗ The source data does not include the maximum capacities of Line 33 ∼ 37. The data listed here is
assumed by the author.
∗∗ denotes a tie-line
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Table A.3: Mobile Power Sources Data

(a) Required Travel Time of MPSs Between Nodes

EV fleet 1 MESS 1 MEG 1
1 5 1 0 0
1 8 1 0 0
1 15 0 2 2
1 21 0 1 1
1 29 0 2 2
1 33 2 0 0
5 8 1 0 0
5 33 2 0 0
8 33 2 0 0
15 21 0 2 2
15 29 0 1 1
21 29 0 1 1

MPS
From Node To Node

(b) Configuration of Electric Vehicle and Mobile Energy Storage System

Mobile Power Sources

State of 
Charge 
(SOC)

Max (kWh)

State of 
Charge 
(SOC) 

Min (kWh)

Maximum 
Charging 

Power (kW)

Maximum 
Discharging 
Power (kW)

Maximum 
Reactive 
Power 
Output
(kVar)

EV fleet 1 300 45 300 300 300
MESS 1 776 116.4 500 500 500

(c) Configuration of Mobile Emergency Generator

Mobile Power Source
Maximum Real 
Power Output

(kW)

Maximum 
Reactive Power 

Output
(kVar)

MEG 1 800 600

(d) Related Cost of Mobile Power Sources

Mobile Power Sources Transportation Cost Coefficient Power Rating Price ($/kWh)
EV fleet 1 1 0.1
MESS 1 1 0.1
MEG 1 1 0.1
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Table A.4: IEEE 33-Node Test System Hourly Load Data (Part 1)

Real Power 
Demand (kW)

Node No. 1 2 3 4 5 6 7 8
1 0 0 0 0 0 0 0 0
2 35.2422 35.2422 71.4027 71.4027 72.7467 72.7467 77.3493 77.3493
3 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
4 35.2422 35.2422 71.4027 71.4027 72.7467 72.7467 77.3493 77.3493
5 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
6 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
7 58.737 58.737 119.0045 119.0045 121.2445 121.2445 128.9155 128.9155
8 58.737 58.737 119.0045 119.0045 121.2445 121.2445 128.9155 128.9155
9 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662

10 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
11 11.7474 11.7474 23.8009 23.8009 24.2489 24.2489 25.7831 25.7831
12 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
13 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
14 35.2422 35.2422 71.4027 71.4027 72.7467 72.7467 77.3493 77.3493
15 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
16 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
17 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
18 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
19 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
20 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
21 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
22 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
23 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
24 129.2214 129.2214 261.8099 261.8099 266.7379 266.7379 283.6141 283.6141
25 129.2214 129.2214 261.8099 261.8099 266.7379 266.7379 283.6141 283.6141
26 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
27 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
28 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662
29 35.2422 35.2422 71.4027 71.4027 72.7467 72.7467 77.3493 77.3493
30 58.737 58.737 119.0045 119.0045 121.2445 121.2445 128.9155 128.9155
31 46.9896 46.9896 95.2036 95.2036 96.9956 96.9956 103.1324 103.1324
32 70.4844 70.4844 142.8054 142.8054 145.4934 145.4934 154.6986 154.6986
33 23.4948 23.4948 47.6018 47.6018 48.4978 48.4978 51.5662 51.5662

Time Period (t )
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Table A.5: IEEE 33-Node Test System Hourly Load Data (Part 2)

Real Power 
Demand (kW)

Node No. 9 10 11 12 13 14 15 16
1 0 0 0 0 0 0 0 0
2 83.715 83.715 86.9754 86.9754 94.5234 94.5234 97.9689 97.9689
3 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
4 83.715 83.715 86.9754 86.9754 94.5234 94.5234 97.9689 97.9689
5 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
6 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
7 139.525 139.525 144.959 144.959 157.539 157.539 163.2815 163.2815
8 139.525 139.525 144.959 144.959 157.539 157.539 163.2815 163.2815
9 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126

10 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
11 27.905 27.905 28.9918 28.9918 31.5078 31.5078 32.6563 32.6563
12 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
13 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
14 83.715 83.715 86.9754 86.9754 94.5234 94.5234 97.9689 97.9689
15 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
16 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
17 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
18 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
19 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
20 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
21 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
22 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
23 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
24 306.955 306.955 318.9098 318.9098 346.5858 346.5858 359.2193 359.2193
25 306.955 306.955 318.9098 318.9098 346.5858 346.5858 359.2193 359.2193
26 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
27 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
28 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126
29 83.715 83.715 86.9754 86.9754 94.5234 94.5234 97.9689 97.9689
30 139.525 139.525 144.959 144.959 157.539 157.539 163.2815 163.2815
31 111.62 111.62 115.9672 115.9672 126.0312 126.0312 130.6252 130.6252
32 167.43 167.43 173.9508 173.9508 189.0468 189.0468 195.9378 195.9378
33 55.81 55.81 57.9836 57.9836 63.0156 63.0156 65.3126 65.3126

Time Period (t )
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Table A.6: IEEE 33-Node Test System Hourly Load Data (Part 3)

Real Power 
Demand (kW)

Node No. 17 18 19 20 21 22 23 24
1 0 0 0 0 0 0 0 0
2 105.966 105.966 111.4509 111.4509 100.4544 100.4544 76.3959 76.3959
3 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
4 105.966 105.966 111.4509 111.4509 100.4544 100.4544 76.3959 76.3959
5 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
6 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
7 176.61 176.61 185.7515 185.7515 167.424 167.424 127.3265 127.3265
8 176.61 176.61 185.7515 185.7515 167.424 167.424 127.3265 127.3265
9 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306

10 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
11 35.322 35.322 37.1503 37.1503 33.4848 33.4848 25.4653 25.4653
12 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
13 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
14 105.966 105.966 111.4509 111.4509 100.4544 100.4544 76.3959 76.3959
15 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
16 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
17 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
18 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
19 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
20 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
21 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
22 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
23 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
24 388.542 388.542 408.6533 408.6533 368.3328 368.3328 280.1183 280.1183
25 388.542 388.542 408.6533 408.6533 368.3328 368.3328 280.1183 280.1183
26 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
27 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
28 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306
29 105.966 105.966 111.4509 111.4509 100.4544 100.4544 76.3959 76.3959
30 176.61 176.61 185.7515 185.7515 167.424 167.424 127.3265 127.3265
31 141.288 141.288 148.6012 148.6012 133.9392 133.9392 101.8612 101.8612
32 211.932 211.932 222.9018 222.9018 200.9088 200.9088 152.7918 152.7918
33 70.644 70.644 74.3006 74.3006 66.9696 66.9696 50.9306 50.9306

Time Period (t )

96



Table A.7: IEEE 33-Node Test System Hourly Load Data (Part 4)

Reactive 
Power 

Demand 
(kVar)

Node No. 1 2 3 4 5 6 7 8
1 0 0 0 0 0 0 0 0
2 21.14532 21.14532 42.84162 42.84162 43.64802 43.64802 46.40958 46.40958
3 10.33771 10.33771 20.94479 20.94479 21.33903 21.33903 22.68913 22.68913
4 23.61227 23.61227 47.83981 47.83981 48.74029 48.74029 51.82403 51.82403
5 11.7474 11.7474 23.8009 23.8009 24.2489 24.2489 25.7831 25.7831
6 7.753284 7.753284 15.70859 15.70859 16.00427 16.00427 17.01685 17.01685
7 29.3685 29.3685 59.50225 59.50225 60.62225 60.62225 64.45775 64.45775
8 29.3685 29.3685 59.50225 59.50225 60.62225 60.62225 64.45775 64.45775
9 7.753284 7.753284 15.70859 15.70859 16.00427 16.00427 17.01685 17.01685

10 7.753284 7.753284 15.70859 15.70859 16.00427 16.00427 17.01685 17.01685
11 7.870758 7.870758 15.9466 15.9466 16.24676 16.24676 17.27468 17.27468
12 13.62698 13.62698 27.60904 27.60904 28.12872 28.12872 29.9084 29.9084
13 13.62698 13.62698 27.60904 27.60904 28.12872 28.12872 29.9084 29.9084
14 23.61227 23.61227 47.83981 47.83981 48.74029 48.74029 51.82403 51.82403
15 3.994116 3.994116 8.092306 8.092306 8.244626 8.244626 8.766254 8.766254
16 7.753284 7.753284 15.70859 15.70859 16.00427 16.00427 17.01685 17.01685
17 7.753284 7.753284 15.70859 15.70859 16.00427 16.00427 17.01685 17.01685
18 10.33771 10.33771 20.94479 20.94479 21.33903 21.33903 22.68913 22.68913
19 10.33771 10.33771 20.94479 20.94479 21.33903 21.33903 22.68913 22.68913
20 10.33771 10.33771 20.94479 20.94479 21.33903 21.33903 22.68913 22.68913
21 10.33771 10.33771 20.94479 20.94479 21.33903 21.33903 22.68913 22.68913
22 10.33771 10.33771 20.94479 20.94479 21.33903 21.33903 22.68913 22.68913
23 13.15709 13.15709 26.65701 26.65701 27.15877 27.15877 28.87707 28.87707
24 62.02627 62.02627 125.6688 125.6688 128.0342 128.0342 136.1348 136.1348
25 62.02627 62.02627 125.6688 125.6688 128.0342 128.0342 136.1348 136.1348
26 9.867816 9.867816 19.99276 19.99276 20.36908 20.36908 21.6578 21.6578
27 9.867816 9.867816 19.99276 19.99276 20.36908 20.36908 21.6578 21.6578
28 7.753284 7.753284 15.70859 15.70859 16.00427 16.00427 17.01685 17.01685
29 20.44048 20.44048 41.41357 41.41357 42.19309 42.19309 44.86259 44.86259
30 176.211 176.211 357.0135 357.0135 363.7335 363.7335 386.7465 386.7465
31 22.08511 22.08511 44.74569 44.74569 45.58793 45.58793 48.47223 48.47223
32 33.83251 33.83251 68.54659 68.54659 69.83683 69.83683 74.25533 74.25533
33 15.74152 15.74152 31.89321 31.89321 32.49353 32.49353 34.54935 34.54935

Time Period (t )
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Table A.8: IEEE 33-Node Test System Hourly Load Data (Part 5)

Reactive 
Power 

Demand 
(kVar)

Node No. 9 10 11 12 13 14 15 16
1 0 0 0 0 0 0 0 0
2 50.229 50.229 52.18524 52.18524 56.71404 56.71404 58.78134 58.78134
3 24.5564 24.5564 25.51278 25.51278 27.72686 27.72686 28.73754 28.73754
4 56.08905 56.08905 58.27352 58.27352 63.33068 63.33068 65.63916 65.63916
5 27.905 27.905 28.9918 28.9918 31.5078 31.5078 32.6563 32.6563
6 18.4173 18.4173 19.13459 19.13459 20.79515 20.79515 21.55316 21.55316
7 69.7625 69.7625 72.4795 72.4795 78.7695 78.7695 81.64075 81.64075
8 69.7625 69.7625 72.4795 72.4795 78.7695 78.7695 81.64075 81.64075
9 18.4173 18.4173 19.13459 19.13459 20.79515 20.79515 21.55316 21.55316

10 18.4173 18.4173 19.13459 19.13459 20.79515 20.79515 21.55316 21.55316
11 18.69635 18.69635 19.42451 19.42451 21.11023 21.11023 21.87972 21.87972
12 32.3698 32.3698 33.63049 33.63049 36.54905 36.54905 37.88131 37.88131
13 32.3698 32.3698 33.63049 33.63049 36.54905 36.54905 37.88131 37.88131
14 56.08905 56.08905 58.27352 58.27352 63.33068 63.33068 65.63916 65.63916
15 9.4877 9.4877 9.857212 9.857212 10.71265 10.71265 11.10314 11.10314
16 18.4173 18.4173 19.13459 19.13459 20.79515 20.79515 21.55316 21.55316
17 18.4173 18.4173 19.13459 19.13459 20.79515 20.79515 21.55316 21.55316
18 24.5564 24.5564 25.51278 25.51278 27.72686 27.72686 28.73754 28.73754
19 24.5564 24.5564 25.51278 25.51278 27.72686 27.72686 28.73754 28.73754
20 24.5564 24.5564 25.51278 25.51278 27.72686 27.72686 28.73754 28.73754
21 24.5564 24.5564 25.51278 25.51278 27.72686 27.72686 28.73754 28.73754
22 24.5564 24.5564 25.51278 25.51278 27.72686 27.72686 28.73754 28.73754
23 31.2536 31.2536 32.47082 32.47082 35.28874 35.28874 36.57506 36.57506
24 147.3384 147.3384 153.0767 153.0767 166.3612 166.3612 172.4253 172.4253
25 147.3384 147.3384 153.0767 153.0767 166.3612 166.3612 172.4253 172.4253
26 23.4402 23.4402 24.35311 24.35311 26.46655 26.46655 27.43129 27.43129
27 23.4402 23.4402 24.35311 24.35311 26.46655 26.46655 27.43129 27.43129
28 18.4173 18.4173 19.13459 19.13459 20.79515 20.79515 21.55316 21.55316
29 48.5547 48.5547 50.44573 50.44573 54.82357 54.82357 56.82196 56.82196
30 418.575 418.575 434.877 434.877 472.617 472.617 489.8445 489.8445
31 52.4614 52.4614 54.50458 54.50458 59.23466 59.23466 61.39384 61.39384
32 80.3664 80.3664 83.49638 83.49638 90.74246 90.74246 94.05014 94.05014
33 37.3927 37.3927 38.84901 38.84901 42.22045 42.22045 43.75944 43.75944

Time Period (t )
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Table A.9: IEEE 33-Node Test System Hourly Load Data (Part 6)

Reactive 
Power 

Demand 
(kVar)

Node No. 17 18 19 20 21 22 23 24
1 0 0 0 0 0 0 0 0
2 63.5796 63.5796 66.87054 66.87054 60.27264 60.27264 45.83754 45.83754
3 31.08336 31.08336 32.69226 32.69226 29.46662 29.46662 22.40946 22.40946
4 70.99722 70.99722 74.6721 74.6721 67.30445 67.30445 51.18525 51.18525
5 35.322 35.322 37.1503 37.1503 33.4848 33.4848 25.4653 25.4653
6 23.31252 23.31252 24.5192 24.5192 22.09997 22.09997 16.8071 16.8071
7 88.305 88.305 92.87575 92.87575 83.712 83.712 63.66325 63.66325
8 88.305 88.305 92.87575 92.87575 83.712 83.712 63.66325 63.66325
9 23.31252 23.31252 24.5192 24.5192 22.09997 22.09997 16.8071 16.8071

10 23.31252 23.31252 24.5192 24.5192 22.09997 22.09997 16.8071 16.8071
11 23.66574 23.66574 24.8907 24.8907 22.43482 22.43482 17.06175 17.06175
12 40.97352 40.97352 43.09435 43.09435 38.84237 38.84237 29.53975 29.53975
13 40.97352 40.97352 43.09435 43.09435 38.84237 38.84237 29.53975 29.53975
14 70.99722 70.99722 74.6721 74.6721 67.30445 67.30445 51.18525 51.18525
15 12.00948 12.00948 12.6311 12.6311 11.38483 11.38483 8.658202 8.658202
16 23.31252 23.31252 24.5192 24.5192 22.09997 22.09997 16.8071 16.8071
17 23.31252 23.31252 24.5192 24.5192 22.09997 22.09997 16.8071 16.8071
18 31.08336 31.08336 32.69226 32.69226 29.46662 29.46662 22.40946 22.40946
19 31.08336 31.08336 32.69226 32.69226 29.46662 29.46662 22.40946 22.40946
20 31.08336 31.08336 32.69226 32.69226 29.46662 29.46662 22.40946 22.40946
21 31.08336 31.08336 32.69226 32.69226 29.46662 29.46662 22.40946 22.40946
22 31.08336 31.08336 32.69226 32.69226 29.46662 29.46662 22.40946 22.40946
23 39.56064 39.56064 41.60834 41.60834 37.50298 37.50298 28.52114 28.52114
24 186.5002 186.5002 196.1536 196.1536 176.7997 176.7997 134.4568 134.4568
25 186.5002 186.5002 196.1536 196.1536 176.7997 176.7997 134.4568 134.4568
26 29.67048 29.67048 31.20625 31.20625 28.12723 28.12723 21.39085 21.39085
27 29.67048 29.67048 31.20625 31.20625 28.12723 28.12723 21.39085 21.39085
28 23.31252 23.31252 24.5192 24.5192 22.09997 22.09997 16.8071 16.8071
29 61.46028 61.46028 64.64152 64.64152 58.26355 58.26355 44.30962 44.30962
30 529.83 529.83 557.2545 557.2545 502.272 502.272 381.9795 381.9795
31 66.40536 66.40536 69.84256 69.84256 62.95142 62.95142 47.87476 47.87476
32 101.7274 101.7274 106.9929 106.9929 96.43622 96.43622 73.34006 73.34006
33 47.33148 47.33148 49.7814 49.7814 44.86963 44.86963 34.1235 34.1235

Time Period (t )
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Table A.10: Photovoltaic Generation Data

(a) Maximum Available Real Power Output Hourly Data (500 kV Solar Farm)

Time Period (t ) 1 2 3 4 5 6 7 8
Maximum Available

Solar Real Power (kW) 6.31372 6.31372 20.0827 20.0827 73.7709 73.7709 30.3034 30.3034

Time Period (t ) 9 10 11 12 13 14 15 16
Maximum Available

Solar Real Power (kW) 91.6635 91.6635 156.757 156.757 371.807 371.807 363.241 363.241

Time Period (t ) 17 18 19 20 21 22 23 24
Maximum Available

Solar Real Power (kW) 328.24 328.24 275.461 275.461 200.954 200.954 41.2834 41.2834

(b) Related Cost of Solar Energy Curtailment

Value of Loss of Solar Energy
PVC ($/kWh)

0.05
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