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I nspired by the opportunities provided by the Industry 4.0 technologies for smarter, risk-informed, safer, and resilient
operation, control, and management of the lifeline critical networks, this study investigates mobility-as-a-service for

resilience delivery during natural disasters. Focusing on effective service restoration in power distribution systems, we
introduce mobile power sources (MPSs) as the restoration technology of the future, the mobility of which can be har-
nessed for spatiotemporal flexibility exchange and effective response and recovery during disasters. We present auto-
mated decision-making solutions that coordinate the MPSs utilization with repair crew (RC) schedules taking into account
constraints in both energy and transportation networks. When integrated, the suggested technology aided by the pro-
posed optimization models will have the potential to disrupt the current practice in boosting the resilience and opera-
tional endurance of the mission-critical systems and services during disasters, ultimately resulting in an enriched social
welfare and national security.
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1. Introduction

This study investigates the effective utilization of
mobile power source (MPS) technologies for resilience
delivery in power distribution systems (DS) during
extreme disasters. In section 1.1, we provide back-
ground information on several recent major natural
disasters that led to prolonged electricity outages and
emphasized the criticality of DS resilience. In section
1.2, we discuss the current practice and existing chal-
lenges in DS service restoration. Introducing MPS as a
disruptive technological solution for effective response
and recovery during natural disasters in section 1.3, we
present, in section 1.4, a literature review on disaster
management and the state-of-the-art on the use of MPS
for DS service restoration. Eventually, the paper contri-
butions and its structure are presented in section 1.5.

1.1. Motivation and Rationale
In recent years, there has been an increase in the fre-
quency and magnitude of high-impact low-
probability (HILP) events— which, according to
recent statistics (National Academies of Sciences
2017), have resulted in excessive equipment dam-
ages, prolonged electricity outages, significant eco-
nomic losses, and disruptions in our modern society
(Zhang et al. 2019). In the United States in particular,
a total of 70 weather-driven disasters occurred from
2015 to 2019 and resulted in billions of dollars of
costs (National Centers for Environmental Informa-
tion 2020). Figure 1 demonstrates the rising fre-
quency of extreme natural disasters in the United
States from 2016 to 2019 (Smith 2020), most of which
led to extensive electricity outages. Seven major
blackouts in the US history lasted between 10 and 50
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hours, with the associated costs exponentially
increasing as the duration of the outage increases.
Example events with major electricity outages are: (i)
the 2017 Hurricane Harvey causing substantial elec-
tricity outages (around 10,000 MW) and leaving
more than 291,000 people without power, (ii) the
Hurricane Sandy in 2012 resulting in 10% of cus-
tomers in New York and New Jersey without power
for 10 days, $14 to $26 billion economic losses, and
50 deaths due to the sustained outage of electricity
(National Academies of Sciences 2017); (iii) the Hur-
ricane Maria in Puerto Rico in 2017 causing disrup-
tions in 31 major power generating units in 20
facilities and leaving the entire island without elec-
tricity—the largest blackout in US history in terms of
customer hours of electricity outage. Similarly,
extreme weather events with extensive electricity
outages have been trending higher globally. During
the 2008 winter storms in Southern China, a nearly
2-week blackout resulted in 4.6 million people out of
electricity, with 60 people losing their lives including
11 electricians working on service restoration (Bie et
al. 2017). The Tohoku earthquake in 2011 in Japan
impacted about 8.9 million households in 18 prefec-
tures (Kuwata and Ohnishi 2011) while the 2017
Sarpol-e Zahab earthquake in Iran resulted in a city-
wide blackout for weeks (Zare et al. 2017).

The energy system serves as the backbone for lifeline
networks and drives a myriad of interdependent sys-
tems and mission-critical services, such as water, com-
munication, transportation, health, military, and
government sectors and services. When the electricity
is out, water and communication systems may be dis-
rupted quickly translating into a national security con-
cern; various industries may halt for hours (if not
days) resulting in significant economic losses; people
in need of specific health care at home or nursing facili-
ties would die due to the sustained loss of electricity
supply that is essential for their health and well-being.
With the need to sustain quality electricity supply to
end-customers (particularly mission-critical services),
safeguarding the nation’s electric power grid and
enhancing its resilience in the face of HILP incidents
are the top priorities and have become increasingly
critical for social welfare. Resilience refers to the ability
of an electric grid to recover quickly and effectively fol-
lowing an HILP event and to adapt its operations and
structure in order to mitigate the impact of similar
events should they happen in the future (Panteli and
Mancarella 2015). The concept of resilience is illus-
trated in Figure 2, where Ro and Rpd represent the resi-
lience level of the system in normal and degraded
operating states, respectively. Associated with an
extreme weather event, an electric grid goes through

(a)

(c) (d)

(b)

Figure 1 Extreme US Natural Disasters from 2016 to 2019 (Smith 2020, National Centers for Environmental Information 2020) [Color figure can be
viewed at wileyonlinelibrary.com]
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the following operating states: pre-event resilient state
(t1−t0), degrading state while the event progresses
(t2−t1), post-event degraded state (t3−t2), restorative
state (t4−t3), and post-restoration state (after t4).
We here discuss the bulk power grid and the facts

that motivated us to gear our research direction
toward solutions for resilience in the DS in particular.
Figure 3 illustrates the general structure of the bulk
power grid. A bulk power grid mainly consists of
three hierarchical levels including generation system,
transmission system, and the DS. The generation sys-
tem owns different types of power plants (e.g., ther-
mal and hydro power plants, wind farms, etc.) to
produce electric power, mostly located far away from
the demand centers. The generated electricity is trans-
mitted over hundreds of miles through the transmis-
sion system from distant power plants to demand
centers. In each demand center, a substation is located
facilitating the transfer of electricity from the trans-
mission system to the DS; the DS then brings the elec-
tricity to individual customers (e.g., homes,
industries, commercial buildings, emergency ser-
vices). While all three segments of the bulk power
grid might be vulnerable to extreme events and envi-
ronmental stressors depending on the nature and
intensity of such events, the DS provides the last mile
electricity connection to the end-consumers and is
particularly vulnerable due to its radial topology (see
Figure A.1 in Appendix A) and limited backup
resources (Lavorato et al. 2012). Any disruption in the
DS (e.g., equipment failure, natural disasters, cyber-
attacks, etc.) may directly and swiftly translate into
customer interruptions and power outages. With the
increasing frequency and intensity of HILP events, it
is primordial to deploy solutions for enhancing the
DS resilience, that is, ensuring a continuous, secure,
and reliable supply of electricity to end-use con-
sumers, particularly mission-critical services.

1.2. Current Practice and Existing Challenges for
DS Service Restoration
Service restoration decisions, disruptions in power
production, and DS operations in facing extreme

events have posed serious challenges for decades. In
practice, power restoration following an extreme
event is commonly approached through (i) mainte-
nance and repair activities of the damaged infrastruc-
ture by repair crews (RCs), (ii) switching actions and
network topological reconfiguration to alter the elec-
tricity flows for faster electricity service restoration,
and (iii) deployment and use of stationary emergency
generators (SEGs) installed at critical load points as a
backup energy source during emergencies.
In the first strategy, the repair process may take

days, leaving thousands of people without electricity
until the damaged equipment is fully repaired and
returned back online. The duration of the repair pro-
cess can vary depending on the geographical area (ru-
ral or urban), nature and intensity of extreme events,
human resource and RC availability, and disruptions
in other interdependent critical infrastructures, such
as communication and transportation systems (TSs).
The prolonged electricity outage due to lengthy repair
processes may result in dramatic consequences to
people and every aspect of our electrified economy.
Although the second practice, that is, network topol-
ogy control, can be performed in an automated man-
ner, this practice requires the installation of switching
infrastructure (i.e., switches, breakers) across the DS
to enable network topological reconfiguration via
opening/closing of the switches. While many DSs in
practice may not be equipped with the required num-
ber of switches, making the DS fully re-configurable
through the installation of switching infrastructure is
an expensive option that needs to be incorporated in
expansion planning studies by DS planners. More-
over, the switching infrastructure could be also dam-
aged due to the HILP incidents or could become
unavailable due to poor maintenance of equipment
over time. Unlike the first and second approaches—
which contribute to the entire DS restoration through
grid-scale re-connection or reconfiguration—backup
SEGs are employed to supply power locally to partic-
ular services following extremes, such as providing
electricity for hospitals to rescue injuries or energy-
intensive flood water pumping facilities. The contri-
bution of backup SEGs is in general limited. Further-
more, SEGs produce electricity by consuming diesel
fuels, and their effectiveness will be hindered by
potential disruptions in the fuel supply chain and
transportation sector during HILP events. This moti-
vates us to propose and search for a new disruptive
technology that can aid in (i) facilitating a faster DS
restoration and its sustained operation during HILP
events and (ii) supporting the energy-intensive facili-
ties (e.g., flood water pumping), as well as the electric-
ity delivery to mission-critical systems and
emergency services until the system is returned to its
normal operating condition.

Figure 2 Concept of Resilience Against HILP Events [Color figure can
be viewed at wileyonlinelibrary.com]
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1.3. Mobile Power Source: A Disruptive Solution
for Resilience Delivery in DS
Besides the three approaches mentioned above, a new
technology has recently gained increasing attention for
enhancing the DS resilience and operational endur-
ance during and following HILP events—mobile
power source (MPS). MPSs are emergency service
vehicles, including mobile energy storage systems
(MESSs) and mobile emergency generators (MEGs),
the mobility of which could be harnessed during
extreme events to deliver spatiotemporal flexibility
exchange and enhance the DS resilience. More specifi-
cally, spatiotemporal flexibility refers to the feature of
MPSs being able to travel across space and time, that
is, to deliver power and energy via the TS during the
restoration process (Lei et al. 2019b). MPSs can be one
of the most effective response and recovery resources
when sustained damage leads to prolonged electric
service outages in the DS. Complementary to backup
SEGs, MPSs are portable and can travel through the
TS to reach the critical nodes as the damaged

infrastructure are being mended by RCs. In urban
areas, it generally takes several hours for RCs to repair
a DS infrastructure, while RCs might spend days in
rural areas until the damaged infrastructure is fixed.
In coordination with the RC schedules, the DS restora-
tion process can be accelerated by assigning MPSs to
serve the system’s critical load points. Since MPSs are
emergency service vehicles, they should be dispatched
to required areas through the TS. The node-to-node
connectivity status of the TS should be carefully taken
into account when deciding on the joint assignment of
MPSs and RCs for DS restoration. This is because
HILP events (e.g., earthquake, ice storm) may disrupt
the TS (i.e., travel route availability), which impacts
the decisions on routing and scheduling of MPSs and
RCs during the restoration process. For instance, if the
shortest path in the TS to reach a critical load point is
disrupted, decision-makers need to dispatch MPSs
through a “second” shortest path. Hence, restoration
strategies with joint utilization of MPSs and RCs
should be coordinated across the DS and TS.

Figure 3 General Structure of the Bulk Power Grid (Fortis Alberta 2019) [Color figure can be viewed at wileyonlinelibrary.com]
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While MPSs can accelerate the response and recov-
ery of the DS in the face of HILP events, their poten-
tial for delivering resilience services has remained
largely untapped and they are currently not well uti-
lized in practice. For example, before Hurricane
Sandy struck (Barrett 2012), 400 industrial-size MPSs
were prepared by the Federal Emergency Manage-
ment Agency (FEMA), but only a portion of them was
providing power even three days after Sandy made
its landfall. Holistic strategies enhancing the effi-
ciency of MPSs utilization can render faster restora-
tion and augmented resilience.

1.4. Literature Review
Disaster management has long been the focus of
researchers in operations research and management
(Altay and Green III, 2018, Arnette and Zobel 2019,
Balcik et al. 2019, Gupta et al. 2016, Lorca et al. 2017,
Ni et al. 2018, Pan et al. 2020, Parker et al. 2019, Sodhi
and Tang 2014, Stauffer and Kumar 2021, Ye et al.
2020a). Driven by Industry 4.0/5.0 technologies
(Faheem et al. 2018, Ivanov 2018, Schwertner et al.
2018), the ability of an electric grid to recover quickly
and efficiently following an HILP event can be
improved dramatically with the use of MPS technol-
ogy. Disaster management to respond to natural
extremes (Henry and Ramirez-Marquez 2016) and to
man-made cyber attacks (Nguyen et al. 2020) affect-
ing power grids has been researched quite extensively
over the last decade. We present approaches used in
power grids to build up resilience against weather-
driven extreme events.
We first review studies where attempts were

made to apply MPSs to enhance the resilience in
power systems. Lei et al. (2016) proposed a mixed-
integer linear programming (MILP) problem to min-
imize the outage duration of loads by dispatching
MEGs to outage nodes. A resilience-driven response
plan to mitigate the damage and socio-economic
losses after a natural disaster was developed by
Kim and Dvorkin (2018). The proposed two-stage
stochastic problem determines the transportation of
the MESSs from their stationary locations to the
outage nodes taking into consideration the routing
decisions with topology switching and microgrid
formation. Lei et al. (2019b) set up an MILP post-
disaster restoration model to enhance the DS resili-
ence by scheduling MPSs in coordination with DS
reconfiguration. A two-stage robust optimization
model with routing and scheduling of MPSs was
proposed by Lei et al. (2019b) for DS resilience
enhancement. A rolling integrated service restora-
tion strategy through scheduling and routing MPSs
is introduced by Yao et al. (2019). Their two-stage
stochastic MILP problem coordinates the MESS fleet
in microgrids to minimize the total system cost

with uncertainties in the transportation network
connectivity and the damaged branches.
Another approach—the use of RCs to fix the dam-

aged infrastructures in the DS following an HILP
event—has been investigated in several studies. A co-
optimization approach was introduced by (Arif et al.
2017) to handle, in a decoupled manner, the DS
restoration-reconfiguration and RCs’ routing prob-
lems. A joint switch operation, crew dispatch, and
component repair approach for DS restoration was
introduced by Chen et al. (2019) and demonstrated
the benefits of dispatching RCs by coordinating
switching operations and components repairs. The
RC dispatch problem for combined electric and natu-
ral gas systems operations was introduced by Lin et
al. (2019). Their MILP model minimizes the cost of
electric load shedding, gas load shedding, and the
total repair duration. Zhang et al. (2020) proposed a
model for disaster recovery by integrating the dis-
patching of the maintenance and restoration crews to
pre-assigned damaged components in order to
enhance the DS resilience.
Complementary to past research, some references

studied MPSs routing and scheduling jointly with
RCs. For example, Arif et al. (2016) proposed a co-
optimization model for the repair and restoration of
power transmission systems. They took into account
the load points’ priorities and developed an MILP
model to coordinate generators’ dispatch and RCs
and to maximize the amount of the restored power.
Lei et al. (2019a) introduced a co-optimization
method for disaster recovery logistics to enhance DS
resilience. The proposed mixed-integer nonlinear pro-
gramming model maximized the weighted sum of the
restored loads over time with the joint routing and
scheduling of RCs and MPSs coordinated with the
dynamic DS network reconfiguration. Xu et al. (2019)
proposed a linear multi-period DS restoration model
taking into consideration the travel time of MPSs and
RCs, and the repair time of the damaged components.
Ding et al. (2020) developed an MILP for multi-
period DS restoration that maximizes the total
weighted loads restored. Ye et al. (2020b) proposed a
model to dispatch MPSs and RCs with the objective of
improving the restoration process in unbalanced DS.
This literature review illustrates the complexity of

the disaster management decisions in DS following
HILP events and the difficulty to effectively deploy
and coordinate MPSs and RCs to enhance system resi-
lience. Most studies in the extant literature on MPS
allocation and dispatch for resilience delivery focus
solely on the impacts of deploying MPSs in the electri-
cal network, that is, the electricity outage recovery
and service restoration, with no consideration to other
available resources (e.g., RCs) and the interdependent
TS availability during disasters. In particular, Lei et
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al. (2016), Kim and Dvorkin (2018), and Lei et al.
(2019b) investigated the application of MPSs-only
solutions for DS restoration; Arif et al. (2017), Chen et
al. (2019), Lin et al. (2019), and Zhang et al. (2020) pre-
sented DS restoration through RCs-only approaches
without taking MPSs into account. Studies on the
coordinated routing and scheduling of RCs and MPSs
for DS resilience (Ding et al. 2020, Lei et al. 2019a, Ye
et al. 2020b) did not consider the TS availability.
Moreover, a few studies that capture the interdepen-
dence of the electrical power DS and TS use a decou-
pled (hierarchical) approach to address the complex
resilience optimization problem across the two net-
works. That is, the resources in one system (e.g., TS)
are independently optimized and iteratively trans-
ferred to the other (e.g., DS). For example, in study Xu
et al. (2019), the transportation routes and travel time
of MPSs are first determined by solving the weighted
dynamic traffic assignment problem in the TS in Step
1 and the multi-period load restoration strategy in the
DS is determined in Step 2 based on the results in Step
1 (i.e., using the decisions taken in Step 1 as fixed
inputs/parameters to solve the problem in Step 2).
Such an approach calls for the “iterative” exchange of
status information at each time period and decisions
between the TS and DS operators through communi-
cation channels. This practice is vulnerable to commu-
nication failures and latencies which are not
uncommon during disasters, further resulting in
delayed attainment of the optimal recovery solutions,
delayed utilization of resources for service restora-
tion, and prolonged electricity outages amid an HILP
incident. Additionally, such a frequent exchange of
information (Xu et al. 2019) is vulnerable to cyber
intrusions where the exchange of data between the
system operators in TS and DS may be manipulated
by cyber intruders, which may compromise the accu-
racy and fidelity of the response and recovery deci-
sions in both networks. These issues and gaps
motivate this study, the contributions of which are
presented below.

1.5. Contributions and Paper Structure
Beyond the state-of-the-art models and literature, this
study provides the following contributions:

1. We propose the concept of mobility-as-a-service for
resilience delivery in the DS. Different from the
vast majority of literature on the use of single-
resource optimization for DS resilience, the pro-
posed models aid system operators to make
informed decisions on coordinated operations of
MPSs and RCs for spatiotemporal flexibility
exchange and resilience enhancement in the DS.

2. The proposed models effectively integrate the
DS and TS constraints into one joint formulation

allowing for globally and coordinated optimal
solutions on routing and scheduling of MPSs/
RCs for improved DS resilience. Different from
the state-of-the-art, our joint optimization
framework captures the status information of
both DS and TS networks only once and coor-
dinates the existing resources for effective ser-
vice restoration. Relaxing the need for multiple
and iterative exchanges of data and decisions
between the two networks, the suggested
approach minimizes the risks of communica-
tion failures/latencies and cyber-attacks during
service restoration, which otherwise would
impede timely and reliable decision-making for
resilience.

3. Our extensive numerical and scenario-based
investigations of the proposed models on
mobility-as-a-service for resilience provide
managerial insights on how to coordinate the
available resources for effective response and
recovery decisions against HILP events. Such
considerations include the analyses of (i) differ-
ent combination of existing MPS technologies
—MESSs and MEGs, (ii) the conventional prac-
tices for DS restoration—RCs and SEGs, and
(iii) different repair schedules to mend the
damaged branches in the DS and give insights
on the most productive utilization of MPS tech-
nologies for service restoration processes.

The remainder of the study is structured as follows.
Section 2 describes the MPS technologies, their con-
nection with Industry 4.0 technologies, and how they
can potentially be of benefit for response and recovery
to extreme HILP events. Section 3 describes the pro-
posed multi-period models for routing and schedul-
ing of MPSs and RCs and discusses their main
characteristics and constraints. Section 4 describes the
tests conducted to evaluate the efficiency and benefits
of the proposed models in delivering resilience ser-
vices. We summarize the managerial insights and
concluding remarks in section 5.

2. Mobile Power Source in the
Industry 4.0/5.0 Era

We describe the different industrial revolution phases
in section 2.1 with the corresponding milestones and
achievements. In section 2.2, we elaborate upon the
Industry 4.0 and Industry 5.0 advancements and the
opportunities provided for further technological inno-
vations. section 2.3 sets forth how beneficial disrup-
tive MPS technologies can be in the Industry 4.0
setting and in delivering resilience services in the face
of extreme HILP events. We further discuss the new
functionalities and future opportunities for MPSs
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envisioned by the rapidly growing Industry 4.0 tech-
nologies as they evolve.

2.1. Phases of Industrialization
In pace with constant technological developments,
industrialization’s progress spans across five distinct
phases. The first major breakthrough in the industrial
revolution started at the end of the 18th century and
brought about drastic industry mechanization in sev-
eral sectors, including the transformation in the agri-
cultural sector and the invention of the steam engine.
In turn, this fueled the development of the railroad
system and provided new means for economic accel-
eration. The second industrial revolution came about
the end of the 19th century and was spurred by
advances in the utilization of new energy sources,
such as oil, gas, electricity, and the development of
internal combustion engines. Other notable markers
of the second revolution include steel developments,
the rapid evolution of chemical synthesis, and the
introduction of novel communication interfaces (i.e.,
telephone and telegraph). Perhaps the most signifi-
cant products of the second industrial revolution
were the automobile and the plane. Given the depth
of change these products introduced to society, the
second industrial revolution is often seen as the most
important one in history. The third industrial revolu-
tion came in the second half of the 20th century, and
is commonly associated with another source of
energy—nuclear—and the rise in technological
advancements in several new industries, including
electronics, telecommunications, and computers. The
third revolution brought about the exploration of
space and biotechnology. Two major inventions, pro-
grammable logic controllers and robots, ushered in
the era of high-level automation. The fourth industrial
revolution, the so-called Industry 4.0, has yet to run
its course fully, and is primarily driven by advances
in the Internet. Along with the development of new
industries and transformations in many of the exist-
ing ones, Industry 4.0 brought about the world of vir-
tual reality. This naturally develops into Industry 5.0
with the rapid development of information and com-
munication technologies, artificial intelligence and
robotics, cyber-physical systems, and the ever more
powerful Internet of things solutions. Industry 5.0
implies the growing cooperation between machines
and human beings, and the ability to efficiently create
personalized products at previously unattainable
levels.

2.2. Industry 4.0 and Industry 5.0 Technologies
The term Industry 4.0, introduced in 2011 at a trade
fair in Germany, refers to the fourth industrial revolu-
tion that has occurred in manufacturing (Liao et al.
2017). Industry 4.0 is generally defined as “the

integration of complex physical machinery and devices with
networked sensors and software, used to predict, control
and plan for better business and societal outcomes” (Her-
mann et al. 2016). In other words, Industry 4.0 is the
ongoing transformation of the traditional manufactur-
ing and industrial practices combined with the latest
smart technologies (see Figure 4). The German gov-
ernment defined the following strategies for Industry
4.0: “the strong customization of products under the condi-
tions of highly flexible production” (Schwab 2017). Such
an ideology implies a seamless integration between
manufacturing operations systems and information
and communication technologies, such as the Internet
of things and machine to machine capabilities form-
ing what is known as cyber-physical systems
(Dalenogare et al. 2018, Frank et al. 2019, Tang and
Veelenturf 2019, Wang et al. 2015). The required
automation technology within Industry 4.0 is
improved by the introduction of methods of self-
optimization, self-configuration, self-diagnosis, cogni-
tion, and intelligent support of workers in their
increasingly complex work environments. Industry
4.0 has attracted a lot of attention from both industry
and academia. Compared to the third industrial revo-
lution, Industry 4.0 spreads across every industry in
every country at an exponential pace. The opportuni-
ties for billions of people connected through mobile
devices, with unprecedented processing power, stor-
age capacity, and access to knowledge, are unlimited.
The velocity and scope of these changes herald the
transformation of the entire systems of production,
management, and governance. Industry 4.0 technolo-
gies highly impact fields including robotics, quantum
computing, industrial Internet of things, fifth-
generation wireless technologies, energy storage, and
fully autonomous vehicles (Olsen and Tomlin 2020).
The term Industry 5.0 was first introduced in 2015

in “From Virtual to Physical” study (Rada 2015) pub-
lished within the LINKEDIN social network. Adding
a personal human touch to the Industry 4.0 pillars of
automation and efficiency, Industry 5.0 is set to focus
on the return of human hands and minds into the
industrial framework (see Figure 4). Industry 5.0 pri-
marily refers to the revolution in which man and
machine reconcile and find ways to work together to
improve the means and efficiency of production.
Aimed at supporting—not superseding—humans, it
can be manifested through robots helping humans
work better, safer, and faster by leveraging advanced
technologies like the Internet of things and big data
to enforce the value of human intuition and
problem-solving capabilities. Importantly, the fifth
revolution has well pronounced social and sustain-
ability dimensions as companies increasingly empha-
size clean renewable energy sources and waste
elimination.
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2.3. Mobile Power Source Technology in an
Industry 4.0 Setting
The availability of Industry 4.0 technologies provides
opportunities for automation of MPSs priority ser-
vices with the goal to strike a balance between machi-
nes and humans working hand-by-hand during the
service restoration process consecutive to an HILP
event. The analytical framework introduced in this
study integrates major elements—including data-
collecting sensors, MPS units, and physical infrastruc-
ture components in both DS and TS—to improve
business continuity and societal endurance during
disasters. The proposed technological solution in this
study, as well as the future machinery innovations in
self-driving cars and unmanned MPS, clearly fall
under the Industry 4.0 purview as defined by Her-
mann et al. (2016). In particular, such technological
and analytical advancements could be used in an
automated driving system and self-driving cars, offer-
ing great, and yet untapped potential, if applied to
MPS technologies of the future. Advancements in arti-
ficial intelligence will help make MPSs autonomous
with significant applications in harsh environments
and will allow MPSs to act as technical assistants to
the human workforce in tasks that are complex in nat-
ure or unsafe. Different from the existing MPS tech-
nologies relying on human drivers, autonomous
MPSs of the future will relax the need for excessive
human resources needed in such services, particularly
during extreme HILP events and in case of human
workforce shortages. Additionally, Industry 4.0 tech-
nologies enable advances in materials sciences and
high-performance high-capacity energy storage
designs that could bring the use and efficiency of

MPS into new levels for resilience delivery in DS.
Future application of MPS is envisioned to be realized
through aerial means of transportation particularly in
areas with either limited or disaster-disrupted trans-
portation connectivity and access.
During the past several years, MPSs have been

found to be new disruptive technologies and key
enablers for DS outage management following HILP
disasters. There are four main types of MPSs: electric
vehicle fleets (EVs), truck-mounted MESSs, MEGs,
and mobile wind turbine (MWT) generators:

• MEGs are critical flexibility resources for fast
electric service restoration across the DS, espe-
cially when customers lose access to the main
grid which is often the case following a natural
disaster. MEGs are truck-mounted generators
with the merits of mobility and large capacity
(up to several MVA). They can be one of the
most effective response resources for mission-
critical systems and services when sustained
damage leads to prolonged electric service
outages in the DS.

• MESS is a utility-scale storage bank (e.g.,
lithium-ion battery) fully controlled by utility
companies. Unlike stationary energy storage
units, an MESS can be mobilized by a big truck
and connected to the system to provide elec-
tricity to critical infrastructures and local ser-
vices. Their transportability allows for
spatiotemporal flexibility exchange and to deli-
ver a localized power support, power losses
reduction, voltage regulation, and integration
of renewable energy sources.

Figure 4 Focused Technologies in (a) Industry 4.0; (b) Industry 5.0 [Color figure can be viewed at wileyonlinelibrary.com]
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• EVs can be charged to store energy, not only
to meet its own transportation requirements,
but also as an emergency power source to sup-
ply electricity to critical loads during emergen-
cies. Previous research has demonstrated the
benefits of EVs, if aggregated, in feeder-level
capacity enhancement and resourcefulness for
improving the DS resilience (Jamborsalamati et
al. 2020). Charging and discharging of EVs can
be facilitated through ongoing and future
advancements in vehicle-to-grid, vehicle-to-
building technologies, and EV charging infras-
tructure (Kahlen et al. 2018, Qi and Shen 2019,
Valogianni et al. 2020).

• MWTs are transportable small-scale wind tur-
bines that can unlock many applications in
commercial, residential, government, military,
and humanitarian markets. The MWT is pur-
posely designed to extract as much energy as
possible from wind and keep parasitic losses to
a minimum during the delivery process.
Beyond low-cost power, the machine will be
invaluable for disaster relief efforts, in particu-
lar in rural areas, and other mobile operations
that are constrained by the limitations of the
power grid and/or availability of fuels. With
the proliferation of distributed renewable
energy resources globally, MWT offers a great
opportunity in delivering resilience and other
ancillary services to the DS of the future
(Angelus 2020, Golari et al. 2017).

Among the aforementioned types of MPSs, we
focus in this study on MESS and MEG. This choice of
MPS technologies is supported by the following: (i)
the focus of this study is on grid-scale service restora-
tion following HILP events, while individual EVs do
not have enough capacity to support the grid beyond
one or multiple buildings, (ii) contrary to urban set-
tings with high-rise buildings, MWTs can best release
their potential in rural areas where wind availability
is not compromised. Additionally, the ability to trans-
port wind turbines adds additional complexities as
the exogenous sources of uncertainty spatiotempo-
rally moves. We do not consider MWTs in this study
to keep the proposed models generic and applicable
to DS of different structures and in different geo-
graphical areas.

3. Mobile Service Optimization (MSO)
Models

In this section, we formulate and analyze mobile ser-
vice optimizationMSOmodels in the DS with consid-
erations of the TS’s availability and restrictions
during disasters. After a brief and general description

of the problem in section 3.1, we investigate the
deployment of the MPS technologies for enhanced DS
resilience to HILP incidents from two different per-
spectives: the minimization of the number of time
periods needed for full service restoration—that is,
MSO for minimal restoration time (MSO-MRT) in
section 3.2.1—and the minimization of the total
amount of power outage during the restoration pro-
cess—that is, MSO for minimal loss of power (MSO-
MPL) in section 3.2.2. In section 3.3, we present the
service and system constraints common to both mod-
els. Model strengthening through deriving valid
inequalities is presented in section 3.4.
The two models take the form of MILP problems

and are discrete-time multi-period optimization mod-
els decomposed in periods of equal duration. They
provide an integrated decision-making process as
decisions regarding power generation, power restora-
tion, and operations in the DS and TS networks are
jointly and concurrently determined through the solu-
tion of a single optimization problem. This must be
contrasted with earlier studies (Arif et al. 2016, 2017,
Lei et al. 2019a, Zhang et al. 2020) that determine
(some of) these decisions using a decoupled approach
in which the outputs (decisions) of one model are
used as inputs (parameters) in another one.

3.1. Problem Description
Figure 5 represents the overall architecture of the pro-
posed work using the MSO-MRT and MSO-MPL
models: the routing and scheduling of RCs and MPSs
for DS restoration in order to fulfill the above-stated
objectives. Service restoration following an extreme
event requires making complex decisions on the
assignment and deployment of the MPSs and RCs in
the TS, and on identifying the most effective strategy
in the DS. The status of damaged branches in the TS
may significantly impact the dispatching schedule of
MPSs and RCs, and further affects the restoration pro-
cess in the DS. While prior research mostly assumes
that MPSs can reach the damaged nodes directly and
as needed (Arif et al. 2016, Lei et al. 2019a, Lin et al.
2019), this assumption is not always valid in real-
world practices. The restoration process is facilitated
by the flexibility of MPSs, which can be connected to
any suitable node in the TS, usually close to the out-
age nodes in the DS. Yet, for such flexibility to ensure
efficient restoration, it is critical to account for the
interdependence of the TS and DS since it is not
uncommon for the roads to be disrupted when the
HILP event occurs or due to poor maintenance. Addi-
tionally, MPSs and RCs are typically dispatched
through the shortest paths to enhance resilience.
When the TS is disrupted, finding alternative shortest
paths for both services simultaneously is particularly
complex. The shortest path in TS may not be always
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available due to the traffic congestion, or the active
involvement of other emergency services (evacua-
tions, firefighting, hospitalization processes, etc.). It is,
therefore, essential to lift the assumption of TS and
DS congruence and identify mechanisms to analyze
the interconnectivity of the two systems to obtain the
most effective restoration strategy. We demonstrate
this with our numerical results in the next sections.
When an HILP event occurs resulting in electricity

outages in the DS (i.e., damaged branches disconnect
several nodes in the DS to the main source of power
supply), the operator in RC/MPS station must decide
to assign an RC to repair the damaged branch. The
RC is ready to provide service in the initial time per-
iod t0 and to travel along the TS to the location of the
damaged branch. The RC then arrives at the location
of the damaged branch at time ti and repairs the dam-
aged branch until tn. When the damaged branch is
mended by the RC at time tn, the entire DS is fully
restored. Similarly, when the outages occur in the DS,
an MPS is assigned from RC/MPS station to the out-
age node in the initial time period t0. It takes ti−t0 time
periods for the MPS to travel and reach the outage
area in the DS. The MPS then spends tn−ti time peri-
ods to deliver power to the outage node and restore
service. At time tn, the service is fully restored in the
DS. Both the RC and the MPS stop their activities once
service is fully restored.

3.2. Model Formulations
Two MSO models proposed in this study take the
form of multi-period MILP models and are challeng-
ing to solve due to their size and the many

combinatorial and logical requirements. Both models
differ in their objective functions and in a subset of
constraints needed to represent the conditions with
which a specific objective is accurately represented.
The presentation is accordingly structured in two
main parts. The first part—sections 3.2.1 and 3.2.2—
presents the idiosyncratic components (objective
function and corresponding specific constraints) of
the two models. The second part—sections 3.3.1 to
3.3.7—describes the set of mixed-integer linear service
and system constraints that are common to both mod-
els and are, respectively, related to the routing (sec-
tion 3.3.1), power scheduling (section 3.3.4), and
output power (section 3.3.5) of MPSs, the routing (sec-
tion 3.3.2) and operational service (section 3.3.3) con-
straints of RCs, the power balance (section 3.3.6), and
power flow (section 3.3.7) constraints in the DS. In
Appendix B, we list the notations for sets (Table B.1),
parameters (Table B.2), and decision variables
(Table B.3) used in the mathematical formulations of
the two MSO models proposed in this study. As
shown in Table B.3, a wide variety of decisions must
be taken to achieve the pursued objectives, featuring
the complexity of the decision making for DS restora-
tion.

3.2.1. Mobile Service Optimization for Minimal
Restoration Time (MSO-MRT). The model MSO-
MRT minimizes the time needed for full restoration
across the entire DS network. The term full restoration
refers to the 100% restoration of the electric service—
which has experienced an outage following an HILP
incident, that is, the return of the system electric

Figure 5 RC/MPS Scheduling During Service Restoration Process [Color figure can be viewed at wileyonlinelibrary.com]
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supply demand balance to its normal pre-event condi-
tion (Arif et al. 2018, Chen et al. 2018, Dehghanian
2017, Lei et al. 2019b). The electricity supply outages
across the network are realized as the network con-
nectivity is disrupted following the HILP incident.
Full restoration can hence be achieved either (i) when
all damaged branches and equipment failures in the
system are fixed and cleared via extensive mainte-
nance—that is the original network connectivity is re-
established, or (ii) when additional resilience delivery
measures and services are utilized locally. In this
study, the coordination of RC and MPS resources is
considered as a resilience-delivery mechanism, which
results in a full electric service restoration earlier. The
MPSs temporarily supply the load points in the sys-
tem with their energy needs, facilitating a faster
restoration. That is, all load points can be served (full
restoration is achieved) while the system’s original
connectivity is not yet established. Problem MSO-
MRT is an MILP problem formulated as follows:

MSO�MRT :min∑
jTj

t¼τ
twt (1a)

s:towt ≤ θi;t i∈Bo, t¼ τ, . . ., jTj (1b)

ϕþ
i;tþϕ�

i;t ≤ ð1�θi;tÞðOþ
i þO�

i Þ i∈Bo, t¼ τ, . . ., jTj
(1c)

∑
jTj

t¼τ
wt ≥ 1 (1d)

w, θ∈f0, 1g (1e)

x∈F (1f)

The linear objective function (1a) minimizes the
number of time periods needed to achieve full
restoration, through effective management of MPSs
and RCs, in the DS network. The binary variable wt

indicates the earliest time period t at which the electric
service is fully restored, that is, all electricity outages
in the network are fixed (wt ¼ 1), or (wt ¼ 0) other-
wise. This condition is ensured through the introduc-
tion of the logical constraints (1b) and (1c). Recall that
the electric power could be fully restored by coordi-
nating the existing MPS/RC resources (i.e., the system
is electrically restored), while there might be some
damaged branches in the DS remained yet to be
repaired by the RCs (i.e., the system is not structurally
restored). To that end, wt gets the value 1 only once,
which is the first time at which the system has
reached its full electrical restoration via effective uti-
lization of MPSs/RCs—see constraint (1d) and objec-
tive function (1a). wt ¼ 1 would become 0 later on
while all arc failures have not been yet repaired but
the DS has been electrically restored. Constraint (1c)

checks whether the outage at node i is fixed (θi;t ¼ 1)
or not (θi;t ¼ 0) at time t and depends on whether the
amount of real ϕþ

i;t and reactive ϕ�
i;t power outage at

this node is null at time t. Note that reactive power is
different from active power which is actually supplied
to the load points. In a power system, real power or
active power is actually required or consumed by cus-
tomers. Reactive power is just the portion of the elec-
tric power that helps establish the flow of electricity,
maintain the voltage requirements across the power
grid, and sustain the electric and magnetic fields
required by alternating current equipment (Glover et
al. 2012). The maximum real and reactive power
demands at node i are denoted by Oþ

i and O�
i . Con-

straint (1b) ensures that service in the entire DS is
fully restored at time t only if service is restored at
each outage node at t. Constraint (1d) ensures that all
outages are fixed within the allocated time. Omitting
constraint (1d) would lead to an optimal value of 0 in
which the power outages are not fixed, which is obvi-
ously not acceptable. Constraint (1e) defines the bin-
ary nature of w and θ. Constraint (1f) reflects that the
aggregated vector x of decision variables must belong
to the mixed-integer linear feasible set F defined by
the service and system constraints that are common to
both models and presented in sections 3.3.1–3.3.7. The
vector x is the concatenation of all the decision vari-
ables (see Table B.3 in Appendix B) and is used to
ease the notations.

3.2.2. Mobile Service Optimization for Minimal
Loss of Power (MSO-MPL). The MILP problem
MSO-MPL minimizes the amount of power outage
during the restoration process:

MSO�MPL :min∑
i∈B

∑
t∈T

ϕþ
i;t (2a)

s:to x∈ F (2b)

The objective function (2a) minimizes the total
amount of lost power during the restoration process,
where ϕþ

i;t denotes the real power outage at node i at
time t. In the DS, an MPS can supply power only to
those DS nodes which are equipped with specific elec-
trical facilities. We hereafter call such point-of-
connection nodes candidate nodes (Yang et al. 2020).
Constraint (2b) requires all general service and system
constraints to be satisfied.

3.3. Common Service and System Constraints
This subsection presents the system and service con-
straints that are common to and enforced in both
MSO-MRT and MSO-MPL models presented in this
study. These constraints (routing of MPSs and RCs,
power restoration, service of RCs, power schedules of
MPSs, output power of MPSs, DS power balance, and
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DS power flow) define a mixed-integer linear feasible
set denoted by F which must be satisfied by both
MSO-MRT and MSO-MPL models, and are
described in the next sections.

3.3.1. Routing Constraints for Mobile Power
Sources. The MPSs’ routing constraints define the
integer linear feasible set:

with binary decision variables γ and β, and con-
straints:

Each MPS m can be at one TS node a at any time per-
iod t as required by (4a). The routing of MPSs is
defined by constraint (4b). The binary variable βa;m;t

indicates whether MPS m is at TS node a at time period
t (βa;m;t ¼ 1) or not (βa;m;t ¼ 0). For example, if MPS m is
at TS node a at time t = 1 (i.e., βa;m;1 ¼ 1) and needs
three time periods to travel through the path a−b and
arrive at node b (i.e., Tm

a;b ¼ 3), then MPS m will arrive
at node b at t = 4 (i.e., βb;m;4 ¼ 1), which implies
βb;m;2 ¼ 0 and βb;m;3 ¼ 0. Constraint (4c) specifies the ini-
tial location of the MPSs which are all pre-positioned
at the emergency center, that is, TS node 1. Constraint
(4d) ensures that the total number of MPSs located at
TS node a at any time period does not exceed the maxi-
mum number of vehicles that node a can host.
The interconnection of the TS and DS must be con-

sidered to schedule the MPSs and is modeled with
(4e). The notation Bm in (4e) is the set of candidate

nodes, which are DS nodes equipped with specific
electrical facilities that allow MPSs to be connected to
the DS. There exists a correspondence between the DS
candidate nodes and the TS nodes, hereafter called
coupling points/nodes (Wei et al. 2019). The binary
parameter Wa,i defines the coupling nodes that tie the
DS and the TS, and is equal to 1 if TS node a and DS
candidate node i are coupling nodes, and is 0 other-
wise. The binary variable γi;m;t indicates whether MPS
m is connected to DS node i at time t (γi;m;t ¼ 1) or not
(γi;m;t ¼ 0). A simple example for the interconnection
of the TS and DS is presented in Figure 6. One can see
that there exist two coupling nodes between the TS

and DS (i.e., T3−D2, T5−D5); thereby we have W3,2 =
W5,5 = 1 and Wa,i = 0 for the remaining node pairs.
Integrating this with constraint (4e), the correspon-
dence between the TS and DS is captured by the two
constraints β3;m;t ≥ γ2;m;t and β5;m;t ≥ γ5;m;t. Constraint
(4e) ensures that the DS candidate node i can be
served by MPS m only if it reaches the coupling node
a at time t.

3.3.2. Routing Constraints for Repair
Crews. The RCs’ routing constraints define the inte-
ger linear feasible set:

with binary decision variables y and z, and con-
straints:
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The routing and scheduling constraints (6a)–(6e) for
RCs are similar to constraints (4a)–(4e) for MPSs. Con-
straint (6a) ensures that an RC can only be at one TS
node a at any time period t. The routing of the RCs in
the TS is defined with constraint (6b). The binary vari-
able ya;c;t defines whether RC c is located at TS node a
at time t. Constraint (6c) states that all RCs are located
at TS node 1 at the initial period of the restoration pro-
cess. Constraint (6d) ensures that the total number of
RCs located at TS node a at time period t does not
exceed the vehicles’ capacity of node a. Constraint
(6e), which is the counterpart of constraint (4e) for
MPSs, defines the mapping between the TS and the
DS and its impact on the RCs’ schedules. Different
from MPSs which supply power to DS candidate
nodes, RCs repair damaged branches. The binary
parameter Ea,l defines the correspondence between TS
node a and the repair zone around the damaged
branch l in the DS. The binary variable zl;c;t indicates
whether RC c is at branch l at time t. Constraint (6e)
stipulates that a damaged branch can be repaired by
RC c only if it reaches the coupling node a in the TS at
time t.

3.3.3. Service Constraints for Repair Crews. The
RCs’ service constraints define the integer linear feasi-
ble set:

with binary decision variables z and μ, and con-
straints:

Constraints (8a) and (8b) enforce conditions on the
status of a damaged branch l and the RC assign-
ments. The binary variable μl;t defines the status of

branch l at time t (i.e., l is operational if μl;t ¼ 1).
Constraint (8a) imposes μl;t ¼ 0 if an RC has not
devoted the minimal time Tl needed to repair the
damaged branch l. On the other hand, the right
side of (8b) is strictly positive only if an RC has
spent Tl periods to repair branch l, which in turn
forces μl;t ¼ 1. Constraint (8c) indicates that a dam-
aged branch l is disconnected from the DS until
Tl−1, since Tl is the earliest time at which branch l
can possibly be repaired. Constraint (8d) states that
each undamaged branch is connected and online
during the entire restoration process.

3.3.4. Power Scheduling Constraints for Mobile
Power Sources. We recall that two types of distinct
MPSs technologies, that is, MEGs and MESSs, are con-
sidered for DS restoration following an HILP incident.
Their differences and impacts on the restoration pro-
cess are reflected by the specifics of their respective
power scheduling constraints presented in this sub-
section. The MPSs’ power scheduling constraints
define the mixed-integer linear feasible set:

with nonnegative continuous variables
(λþ, λ�, πþ, π�, s), binary variables (γ, δþ, δ�), and con-
straints:

The variables λþi;m;t and λ�i;m;t respectively denote the max-
imum real and reactive power output of MEG m. Con-
straints (10a) and (10b) represent the range of real and
reactive output power of MEG m. The output power of
MEGs is upper-bounded by their real (Pm) and reactive
(Qm) power capacities. Since ϵ1 is the minimum produc-
tion level of real and reactive power under which it is not
efficient to connect an MEG to a candidate node, (10c)
ensures that anyMEG produces enough real and reactive
power when connected to a candidate node. The output
power of the MESSs is modeled with constraints (10d)–
(10g). The binary variable δ�i;m;t (resp., δ

þ
i;m;t) takes value 1

if MESS m is charging (resp., discharging) at node i at
time t, and is equal to 0 otherwise. Constraints (10d) and
(10e) restrict the MESSs’ charging and discharging power
capacities, respectively. When MPS m is in a charging

Figure 6 Mapping Example Between the TS and DS [Color figure can
be viewed at wileyonlinelibrary.com]
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state at time t (δ�i;m;t ¼ 1), the power needed for its charg-
ing power π�

i;m;t at time t cannot exceed the upper
bound J�m. Similarly, if in a discharging state at time t
(δþi;m;t ¼ 1), the delivered power πþ

i;m;t by MESS m to
the candidate node i at t cannot exceed the bound Jþm.
Constraint (10f) ensures that MESS m can neither
charge nor discharge at candidate node i at time t if it
is not connected (γi;m;t ¼ 0) to candidate node i at t
and expresses that the charging and discharging states
are mutually exclusive: any MESS m connected to a
candidate node i cannot be in charging and discharg-
ing state at the same time. Constraint (10g) guarantees
that an MESS m produces a sufficient amount (i.e.,
≥ϵ2) of charging and discharging power if connected
to a DS candidate node i at any time t. Constraint
(10h) represents the variations in the state of charge
(SOC) of MESS m over time, which is determined by
MESSs’ charging and discharging behaviors. The
parameters Z�

m and Zþ
m are the charging and discharg-

ing efficiency of MESS m. The SOC of the MESSs are
lower- and upper-bounded at each time period by
(10i). Constraint (10j) ensures that the SOC of the
MESS m at the initial time t = 1 is set to its maximum
value.

3.3.5. Output Power Constraints for Mobile
Power Sources. The output power constraints for
MPSs define the linear set:

with continuous variables p (sign-unrestricted), q, λþ,
λ� (nonnegative), and constraints:

The real and reactive power load supplied at any
time t at node i is equal to the sum of the real and
reactive power output of each MPS stationed at
node i at time t. Constraint (12a) and (12b) deter-
mine the real or reactive power injection or extrac-
tion at a candidate node i served by MPSs. The
value of pi;t can be either positive or negative. If
pi;t is negative (resp., positive) at time t, the net
real power at candidate node i at time t will be
negative (resp., positive) reflecting a net charging
(resp., discharging) state for the connected MPSs.
Constraint (12c) ensures that pi;t and qi;t are zero if
node i is not a candidate node.

3.3.6. Power Balance Constraints. The DS’ power
balance constraints define the mixed-integer linear
feasible set:

with continuous variables p (sign-unrestricted), q, hþ,
h�, ϕ�, ϕþ, ψþ, and ψ� (nonnegative), binary vari-
ables μ, and constraints:
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Constraints (14a) and (14b) describe the real and reac-
tive power balance conditions at outage nodes,
respectively, and enforce Kirchhoff’s first law which
stipulates that the total incoming power flow must be
equal to the total outgoing power flow. Constraints
(14c) and (14d) do the same for the nodes that do not
undergo any outage. Constraint (14e) ensures that the
amount of real power outage at node i does not
exceed the maximum demand at node i. In a DS, the
demand power factor is defined as the ratio of sup-
plied real power to the demand and apparent power
flowing through the circuit (Glover et al. 2012). The
demand power factor is fixed and equal to (O�

i =O
þ
i ).

The relationship between the restored real and reac-
tive load is defined by (14f). The real and reactive
power flows in online branches are limited by their
real and reactive power capacities defined in (14g)
and (14h). The substation (commonly the first node in
the DS) is connected to the upstream (transmission)
network and transfers the electric power to the DS.
The bounds on the generation of real and reactive
power at the substation (DS node 1) are set by (14i)
and (14j). Constraint (14k) enforces that there is no
real and reactive power generation at other nodes
than the substation node. Constraints (14l) and (14m),
respectively, ensure that the real and reactive power
outages at any node i decrease as the restoration pro-
cess progresses.

3.3.7. Power Flow Constraints. The DS’ power
flow constraints define the mixed-integer linear feasi-
ble set:

with nonnegative continuous variables v, hþ, and h�,
binary variable μ, and constraints:

Constraints (16a) and (16b) represent the power flow
equation considering the status of the DS branches,
where the terms ð1�μl;tÞU and ðμl;t�1ÞU ensure that
the power flow condition is satisfied if branch l is con-
nected and online. The parameter U is the maximum
value for the difference in squared voltage magnitude in
DS nodes. If the branch l between nodes i and j is con-
nected (μl;t ¼ 1), the terms ð1�μl;tÞU and ðμl;t�1ÞU van-
ish in (16a) and (16b). If the branch is disconnected
(μl;t ¼ 0), the second term in the right side of (16a) and

(16b) is 0 due to (14g) and (14h). Constraint (16c) defines
the lower andupper bounds on the squared voltagemag-
nitude vi;t.

3.4. Model Strengthening with Valid Inequalities
The two proposed MSO-MRT and MSO-MPL
models are complex MILPs and computationally
intensive to solve even with state-of-the-art opti-
mization solvers, such as Cplex and Gurobi. The
models quickly become very large, even for
moderate-size networks, due in particular to the
interdependence and mapping of the DS and the
TS networks. While the primary objective of this
study is not computational nor algorithmic, it is
yet important to be able to efficiently solve the
above two models for practice-size instances.
Model strengthening here must be understood in
terms of the branch-and-bound algorithmic pro-
cess used to solve MILP problems and in partic-
ular to the continuous relaxation of the MILP
problem and its feasible area. We strengthen the
model by deriving valid inequalities in order to
obtain a tighter formulation whose continuous
relaxation is closer to the true original problem
and to speed up the solution process. The valid
inequalities do not eliminate any integer feasible
solution (thereby keeping the feasible area of the
MILP problem unchanged) but do eliminate
some fractional solutions that would have been
otherwise feasible and included in the feasible
area of the continuous relaxation problem. The
following constraints are valid inequalities for
the two proposed models MSO-MRT and MSO-
MPL:

∑
c∈C

zl;c;t ≤ 1 l∈Ld, t∈T (17a)

∑
c∈C

∑
t∈T

zl;c;t ¼Tl l∈Ld (17b)

μl;t ≤ μl;tþ1 l∈Ld, t≤ jTj�1 (17c)

θi;t ≤ θi;tþ1 i∈Bo, t¼ τ, . . ., jTj�1 (17d)
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γi;m;tþ1 ≤ jLd
i j� ∑

l∈Ld
i

μl;t m∈Mg, i∈Bo, t≤ jTj�1 (17e)

γi;m;tþ1 ≤ jLdj� ∑
l∈Ld

μl;t m∈Ms, i∈Bo, t≤ jTj�1 (17f)

zl;c;tþ1 ≤ 1�μl;t c∈C, l∈Ld, t≤ jTj�1 (17g)

δþi;m;tþ1 ≤ jLd
i j� ∑

l∈Ld
i

μl;t m∈Ms, i∈Bm, t≤ jTj�1 (17h)

δ�i;m;tþ1 ≤ jLdj� ∑
l∈Ld

μl;t m∈Ms, i∈Bm, t≤ jTj�1 (17i)

ε3ð1�θi;tÞ≤ϕþ
i;tþϕ�

i;t i∈Bm, t∈T (17j)

1�θi;tþ1 ≤ jLd
i j� ∑

l∈Ld
i

μl;t i∈Bm, t≤ jTj�1 (17k)

ϕþ
i;tþ1 ≤ ðjLd

i j� ∑
l∈Ld

i

μl;tÞOþ
i i∈Bo, t≤ jTj�1 (17l)

ϕ�
i;tþ1 ≤ ðjLd

i j� ∑
l∈Ld

i

μl;tÞO�
i i∈Bo, t≤ jTj�1 (17m)

πþ
i;m;tþ1 ≤ ðjLd

i j� ∑
l∈Ld

i

μl;tÞJþm m∈Ms, i∈Bm, t≤ jTj�1

(17n)

π�
i;m;tþ1 ≤ ðjLdj� ∑

l∈Ld

μl;tÞJ�m m∈Ms, i∈Bm, t≤ jTj�1

(17o)

λþi;m;tþ1 ≤ ðjLd
i j� ∑

l∈Ld
i

μl;tÞPm m∈Mg, i∈Bm, t≤ jTj�1

(17p)

λ�i;m;tþ1 ≤ ðjLd
i j� ∑

l∈Ld
i

μl;tÞQm m∈Mg, i∈Bm, t≤ jTj�1

(17q)

Constraint (17a) ensures that each damaged branch l is
attended to by at most one RC at each period. Con-
straint (17b) hedges against RC wasting time and
ensures that the RC assigned to mend the damaged
branch l spends the minimal time Tl needed to fully
repair that branch. The set of precedence constraints
(17c) states that any damaged branch l stays online
after having been repaired. Similarly, (17d) indicates
that an outage node i remains online once service has
been restored. Constraint (17e) ensures that MEGs are
not connected to an outage node i∈Bm after the dam-
aged branches that caused the outage at this node are
fixed. This inequality is only enforced for MEGs since
MESSs (the other type of MPSs) must be allowed to
travel to a candidate node i – even after the service at

node i is fully restored – to charge and hence enable
them to subsequently travel to and restore power at
the remaining outage nodes. This is not a possibility
for MEGs which illustrates the operational differences
between these two new MPS technologies. That is why
the counterpart (17f) of (17e) for MESSs is less restric-
tive and prevents an MESS from connecting to any
candidate node i only once all damaged branches in the
network are mended and power is restored in the
entire DS. Analogously, constraint (17g) ensures that
RCs are not assigned to a damaged branch after its
reparation. Constraint (17h) does not allow an MESS to
be connected to a node i after the damaged branches
that caused the outage at this node are fixed. Con-
straint (17i) allows MESSs to travel to candidate node i
and charge their batteries even after all damaged
branches are fixed and even if the service at node i is
fully restored. Constraint (17k) fixes the value of the
binary variable θi to one at all time periods once ser-
vice has been restored at node i. Constraints (17l)–
(17m) respectively ensure that the active and reactive
power outages at node i will remain zero after the per-
iod t at which all damaged branches leading to the out-
age at node i are fixed. Constraint (17n) (resp., (17o))
ensures that MESSs stops delivering power to (resp.,
charging at) a candidate node i after the reparation of
all the damaged branches that caused the outage at
node i. Constraints (17p)–(17q) respectively force the
active and reactive output power for MEGs to be null
at any outage node i and at each period following the
time at which all damaged branches causing the out-
age at that node are fixed.

4. Numerical Case Studies and Insights

Sections 4.1 and 4.3 describe the two different test sys-
tems to which the proposed analytics are applied. Sec-
tions 4.2 and 4.4 introduce the test scenarios employed
to demonstrate the impacts of various factors on the
service restoration process and the resilience objective.
Such factors include (i) multi-branch damage scenarios
in the DS, (ii) transportation sector disruptions during
HILP events, (iii) repair time for branches in the DS,
(iv) the choice of the service restoration strategy, (v)
the variable availability of MPS resources, and (vi)
more severe disruptions in both DS and TS.

4.1. Test System Description: Test System 1
We perform the computational experiments on a DS
taking into account the TS conditions and restrictions
during HILP events. The configuration of the test sys-
tems is illustrated in Figure 7, where the DS and TS
networks are integrated through several coupling
nodes defined in Table 1. The TS network is the Sioux
Falls network and consists of 24 nodes and 76 arcs.
The specific data (e.g., length of the arcs, speed limits
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for vehicles traveling on each arc) are described in
details by (Ukkusuri and Yushimito 2009). The DS is
the IEEE 33-node test system which includes 1 substa-
tion, 32 branches, and 33 nodes serving a total electric-
ity demand of 3,715 kW. The detailed information on
each node and branch in the system is provided by
Baran and Wu (1989). There are nine candidate nodes
in the DS, to which an MPS can be connected for
charging, power delivery (discharging), and service
restoration. The TS (see Figure 7) owns nine coupling
nodes mapped to nine DS candidate nodes and four
coupling nodes mapped to four DS repair zones
around specific branches. In this study, we consider
employing MEGs with 400 kW/300 kVar capacity and
MESSs with 300 kW/500 kWh capacity. All RCs and
MPSs are pre-positioned at the emergency center (first
node in the TS) when an HILP event occurs. The entire
restoration time horizon in all the conducted tests is
assumed to be 48 periods of five minutes (4 hours).
The proposed MILP problems MSO-MRT and MSO-
MPL are formulated with the AMPL algebraic model-
ing language and solved with the state-of-the-art opti-
mization solver Gurobi 9.0.2.

4.2. Test Scenarios, Numerical Results, and
Insights: Test System 1
We now verify the effectiveness of the presented
schemes for DS restoration through the following six
Test Cases (TCs), each with multiple scenarios:

1. Test Case I (TCI) presented in section 4.2.1
investigates the performance of the proposed
models MSO-MRT and MSO-MPL under dif-
ferent branch damage scenarios in the DS, that
is, different realizations of HILP events in DS.
The transportation sector is here assumed fully
reliable and not disrupted by the HILP event.
The time needed for the RCs to repair each

damaged branch is considered to be eight peri-
ods of five minutes (40 minutes). The following
four scenarios (S) are investigated in TCI with
both MSO-MRT and MSO-MPL models:
• (TCI–S1) One-Branch Damage Scenario in

the DS.
• (TCI–S2) Two-Branch Damage Scenario in

the DS.
• (TCI–S3) Three-Branch Damage Scenario in

the DS.
• (TCI–S4) Four-Branch Damage Scenario in

the DS.
2. Test Case II (TCII), presented in section 4.2.2,

investigates the performance of the proposed
MSO-MRT and MSO-MPL models under dif-
ferent arc damage scenarios in the TS, that is,
different realizations of the HILP event in both
TS and DS. In order to highlight the role of the
TS constraints in DS restoration and resilience,
our analysis in TCII is based on a three-branch
damage scenario in the DS (the same as that in
TCI-S3), but under different arc damage sce-
narios in the TS. The time needed for the RCs
to repair any damaged branch in the DS is

Figure 7 Configuration of the Integrated TS and DS Networks in Test System 1 [Color figure can be viewed at wileyonlinelibrary.com]

Table 1 Coupling Points in the Integrated TS and DS Networks in Test
System 1

TS nodes DS candidate nodes TS nodes DS repair zones

2 n32 8 L25(n6−n26)
4 n25 10 L22(n3−n23)
5 n28 13 L1(n1−n2)
14 n3 19 L8(n8−n9)
17 n12
18 n18
20 n9
21 n20
22 n6
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eight periods of five minutes while the damaged
arcs in the TS are unavailable during the entire
restoration process. This assumption is in line
with the real-world practices as the reparation of
the TS arcs (roads and streets) typically takes
days, well beyond the 4-hour restoration time
horizon considered here. The three scenarios (S)
below are investigated in TCII for both MSO-
MRT andMSO-MPLmodels:
• (TCII–S1) No Arc Damage Scenario in the

TS.
• (TCII–S2) One-Arc Damage Scenario in the

TS.
• (TCII–S3) Two-Arc Damage Scenario in the

TS.
3. Test Case III (TCIII), presented in section

4.2.3, investigates the performance of the mod-
els MSO-MRT and MSO-MPL under different
repair time scenarios to mend a damaged
branch. We aim to demonstrate and analyze
how a workforce shortage (e.g., due to health
emergencies caused by a pandemic crisis) or
hardship in the repair process (e.g., due to
adverse weather conditions or limited accessi-
bility to the damaged area) affects the perfor-
mance of the proposed models in effectively
restoring service in the face of an HILP event.
This is captured through different realizations of
the repair time for damaged branches in the DS.
The proposed models still coordinate the use of
MPS technologies with RC dispatch over the
entire restoration horizon, taking into account the
constraints in the TS. To highlight the role of the
repair time in DS restoration and resilience, we
limit the analysis in TCIII to a one-branch damage
scenario in the DS (similar to TCI-S1), but under
different arc damage scenarios in the TS and
repair times for the damaged branches. The time
needed for RCs to repair a damaged branch in the
DS is considered variable ranging from 6 time
periods (30 minutes) to 24 time periods (2 hours),
while the damaged arcs in the TS are considered
unavailable during the entire restoration process.
The following four scenarios (S) are investigated
in TCIII for both MSO-MRT and MSO-MPL
models:
• (TCIII–S1) Six-period Repair Time Scenario

for Damaged Branches in the DS.
• (TCIII–S2) Twelve-period Repair Time Sce-

nario for Damaged Branches in the DS.
• (TCIII–S3) Eighteen-period Repair Time

Scenario for Damaged Branches in the DS.
• (TCIII–S4) Twenty-Four-period Repair

Time Scenario for Damaged Branches in
the DS.

4. Test Case IV (TCIV), presented in section
4.2.4, investigates the choice of the DS restora-
tion approaches and compares the performance
of the models MSO-MRT and MSO-MPL with
several existing technologies and conventional
practices for DS restoration. In particular, we
aim to demonstrate and highlight the value of
resource mobility and also joint network and
resource coordination in the DS restoration
process against the stationary and singular
focuses on the existing restoration practices. To
investigate and highlight the choice of the
restoration approach, we apply all conven-
tional and proposed restoration approaches to
a given HILP realization (the same as that in
TCI-S3) under the following assumptions: (i)
three-branch damage scenario in the DS, (ii) no
disruption in the TS, (iii) eight-period repair
time for damaged branches in the DS. The fol-
lowing five scenarios (S) are investigated in
TCIV for both MSO-MRT and MSO-MPL
models:
• (TCIV–S1) Conventional DS Restoration via

RCs Only.
• (TCIV–S2) Conventional DS Restoration via

RCs and SEGs.
• (TCIV–S3) Proposed DS Restoration via

RCs and MEGs.
• (TCIV–S4) Proposed DS Restoration via

RCs and MESSs.
• (TCIV–S5) Proposed DS Restoration via

RCs, MEGs, and MESSs
5. Test Case V (TCV), presented in section 4.2.5,

investigates the performance of the proposed
MSO-MRT and MSO-MPL models when the
number of MPS resources are doubled and
tripled. We aim to demonstrate and analyze
how an increase in the number of the available
MPSs affects the performance of the proposed
models in effective service restoration in the
face of an HILP incident. To highlight the role
the varying availability of MPS units plays on
DS restoration and resilience, we limit the anal-
ysis in TCV to a given HILP realization (the
same as that in TCI-S3) under the following
assumptions: (i) three-branch damage scenario
in the DS, (ii) no disruption in the TS, (iii)
eight-period repair time for damaged branches
in the DS. The following two scenarios (S) are
hence investigated in TCV for both MSO-MRT
and MSO-MPL models:
• (TCV–S1) Double the number of available

MPSs — 6 MPSs (4 MEGs & 2 MESSs).
• (TCV–S2) Triple the number of available

MPSs — 9 MPSs (6 MEGs & 3 MESSs).
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6. Test Case VI (TCVI), presented in section
4.2.6, investigates the performance of the mod-
els MSO-MRT and MSO-MPL when an HILP
event causes more severe damages. In order to
highlight the impact of more serve damages in
both DS and TS for DS restoration and resilience,
our analysis in TCVI is based on a four-branch
damage scenario in the DS, but under different
routing availability assumptions in the TS. The
time needed for the RCs to mend any damaged
branches in the DS is eight periods of five min-
utes, while the damaged arcs in the TS are
unavailable during the entire restoration process.
The number of available MPSs is three — two
MEGs and one MESS. The two scenarios (S) below
are investigated in TCVI for bothMSO-MRT and
MSO-MPLmodels:
• (TCVI–S1) One-Arc Damage Scenario in

the TS.
• (TCVI–S2) Two-Arc Damage Scenario in

the TS.

In the next sections, we numerically investigate the
above-introduced test cases and scenarios using the
proposed MSO-MRT and MSO-MPL models and,
accordingly, provide the insights gained.

4.2.1. TCI: Impact Analysis of Different DS
Branch Damage Scenarios. The objective is here to
demonstrate and analyze how the proposed models
coordinate the use of MPS technologies with RC dis-
patch over the entire restoration time horizon so as to
optimally achieve the expected objectives of resilience
in the DS. We have created four-branch damage sce-
narios in the DS. We recall that the TS network is here
assumed fully available. The DS restoration is pur-
sued in joint coordination of the DS and TS networks.
The available resources to achieve this goal are one
RC and three MPSs (two MEGs and one MESS). The
repair time for each damaged branch is assumed to be
eight periods (40 minutes). The studied scenarios in
TCI are listed in Table 2.
The optimal schedules of MPSs/RC during the

restoration process are shown in Figures 8 and 9,
respectively, for the models MSO-MRT and MSO-
MPL. For the sake of further clarity, we here discuss
details of TCI–S3 (Figure 8) where model MSO-MRT
is used. In this scenario, three DS branches (i.e., L1,
L8, and L25) are damaged and offline due to an HILP
incident, resulting in the outage of the entire set of DS
nodes. At the beginning of the restoration process, the
available resources (1 RC and 3 MPSs) are pre-
positioned at the emergency center (EC) at TS node 1
(see Figure 7). At t = 1, MEG1 and MESS1 start travel-
ing and reach their destination (DS node 3) at t = 5
while RC leaves at t = 1 to reach its destination

(damaged line L1) at t = 5. All resources remain in
service for eight periods until t = 12 when line L1 is
repaired. Starting from t = 13, (i) MEG1 travels for
ten periods across the TS to reach and deliver power
to the DS node 9 at t = 23, (ii) MESS1 travels for 14
periods to reach and deliver power to DS node 9 at
t = 27, and RC travels for five periods and mend
branch L25 at t = 18. In the meantime, MEG2 is called
at t = 21, travels for four periods, and starts delivering
power to node 12 at t = 25. With the help of all 3 MPS
technologies, the second damaged branch L25 is fixed
at t = 25 and the DS is fully restored at t = 26 (indicated
in blue), while the third damaged branch L8 is yet to be
fixed. This highlights the role of MPS technologies in
aiding a faster DS restoration compared to the tradi-
tional RC-only strategies and avoids the significant eco-
nomic losses and societal discomfort that could arise
from a prolonged electricity outage. While the DS is
fully restored at t = 26, (i) MEG1 stays connected deliv-
ering power to DS node 9 for 10 additional periods until
t = 35, (ii) MEG2 stays connected to DS node 12 for ten
additional periods until t = 35, (iii) MESS1 remains con-
nected to the DS node 9 at t = 27, and delivers power
for nine periods until t = 35, and (iv) RC travels for two
periods, repair the third damaged branch L8 starting
from t = 28 for eight periods until t = 35. At t = 35, all
three damaged branches are fixed, the entire DS returns
to its normal operating condition, and the MPS/RC ser-
vices are no longer needed.
Figure 8 shows that the DS full restoration is

achieved at t = 13 in TCI–S1 and at t = 26 in TCI–S2,
in both cases when all damaged branches are fixed by
RCs. That is, the MPSs utilized in these two scenarios
could only help the service restoration at some indi-
vidual nodes, while the full DS restoration is credited
to the RCs that repaired all the damaged branches in
the DS. On the other hand, the DS full restoration is
achieved at t = 26 in TCI–S3 and at t = 34 in TCI–S4,
while several damaged branches are yet to be fixed.
This highlights the critical role of MPS technologies in
DS restoration when the number of damaged branches
increases and outage scenarios are more severe. In par-
ticular, one expects to realize a longer DS restoration
time when the number of damaged branches increases.
However, comparing the results in TCI–S2 with two
damaged branches and TCI–S3with three, one can see
that the same restoration time (t = 26) is achieved

Table 2 Studied DS Branch Damage Scenarios in TCI

Scenarios Damaged branches

TCI–S1 L1(n1−n2)
TCI–S2 L1(n1−n2)&L25(n6−n26)
TCI–S3 L1(n1−n2)&L8(n8−n9)&L25(n6−n26)
TCI–S4 L1(n1−n2)&L8(n8−n9)&L22(n3−n23)&L25(n6−n26)
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primarily thanks to the effective utilization of MPS
technologies in the latter. Furthermore, Figure 8 con-
veys that, common to all studied scenarios in TCI, the

MESS utilization during the DS restoration process is
more limited than that of MEGs. The reason lies in the
objective function in model MSO-MRT which

Figure 8 Optimal MPSs/RCs Schedules During the Restoration Process: MSO-MRT [Color figure can be viewed at wileyonlinelibrary.com]

Figure 9 Optimal MPSs/RCs Schedules During the Restoration Process: MSO-MPL [Color figure can be viewed at wileyonlinelibrary.com]
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minimizes the DS restoration time. Accordingly, and
different from MEGs with no charging capabilities,
MESS is less utilized due to possible needs to travel to
charging stations and its charging requirements which
may further delay the restoration process.
Figure 9 presents the RC and MPS routing and

scheduling with model MSO-MPL. As in Figure 8, DS
restoration is achieved by reparation of the damaged
branches in the first two scenarios (TCI–S1 and TCI–S2
with one and two damaged branches, respectively),
while MPSs contribute to a faster DS restoration in the
last two scenarios (TCI–S3 and TCI–S4 with three and
four damaged branches, respectively). That is, effective
utilization of MPSs leads to a much earlier full DS
restoration than when all the damaged branches are
mended. Model MSO-MPL uses MESSs more inten-
sively in the restoration process.
The results on TCI–S4 (Figure 9) illustrate that the

MESS has requested a charging service for four peri-
ods at the same node (i.e., node 3) it was earlier pro-
viding power to, allowing for the service of another
outage node (i.e., node 12) in the next periods. Note
that MESS charging at DS node 3 takes place at t = 13
when branch L1 is mended and node 3 is hence fully
recovered.

OBSERVATION 1. The above results demonstrate the effec-
tiveness of the MPS technologies in achieving a faster full
DS restoration compared to the traditional RC-only prac-
tices even while one or several damaged branches are yet to
be fixed. This observation holds, irrespective of the consid-
ered model (MSO-MRT or MSO-MPL) and the number
of damaged branches in the DS, due to the ability of the
MPSs to provide enough power while the RC is fixing the
damaged branches. This observation is particularly high-
lighted in scenarios involving multiple damaged branches
in the DS, common to the majority of the HILP incidents.

OBSERVATION 2. The choice of the objective function
greatly impacts MPS/RC routing and scheduling deci-
sions and the frequency and extent of their involvement
in the DS restoration process. The proposed model MSO-
MPL utilizes MPSs more frequently and intensely than
model MSO-MRT during the restoration process. The
nature of the MSO-MPL model that minimizes the lost
power incentivizes the accrued use of MESS. This is in
contrast with the MSO-MRT model, where the charging
duration and requirements of MESS may not allow to
effectively achieve the model’s objective, that is, minimal
DS restoration time.

OBSERVATION 3. The choice of objective function greatly
impacts the restoration duration and process. The MSO-
MRT model achieves a faster full service restoration

across the entire DS. However, the MSO-MPL model
effectively allows for partial recovery of the system and
the faster recovery of particular outage nodes, if needed.
This is of general interest as there commonly exist critical
nodes in the DS (e.g., hospitals, military bases, fire sta-
tions) whose quick restoration is fundamental.

4.2.2. TCII: Impact Analysis of Different TS Arc
Disruption Scenarios. We aim to demonstrate and
analyze how the proposed models coordinate the use
of MPS technologies with RC dispatch and take into
account the constraints in the TS, that is, potential
unavailability of TS arcs due to an HILP event. This is
a critical aspect of this study as our goal is to harness
the mobility of MPS technologies for DS restoration,
in which the TS plays a critical and interdependent
role. The available resources to achieve this goal are
one RC and three MPSs (two MEGs and one MESS)
technologies. We focus on a base condition where an
HILP event has caused a three-branch damage sce-
nario in the DS, that is, the simultaneous failure of L1,
L8, and L25. The repair time for each damaged branch
is assumed to be eight periods (40 minutes). We have
created three scenarios to study the effects of TS arcs
damage and/or unavailability in the DS restoration
process, the detailed information on which is pro-
vided in Table 3.
Under the above assumptions, the impact of TS arc

disruptions on the DS restoration performance can
be visualized in Figure 10. According to Figure 10,
TS disruptions generally result in an increase in the
time needed to achieve a full DS restoration. Addi-
tionally, comparing the results of both models clearly
demonstrates that in all scenarios in general and for
TCII–S3 in particular, the MSO-MPL model pro-
vides a smoother restoration process than the MSO-
MRT model. We here highlight the role of TS con-
straints in the DS restoration process. With model
MSO-MRT, a sudden change in service restoration
can be observed in TCII–S3 at t = 26. Considering
the unavailability of two TS arcs in this scenario and,
accordingly, the potentially higher travel time for the
MPS to reach the desired node—since the shortest
path in the TS might not be available—model MSO-
MRT does not utilize MPS technologies until later
during the restoration horizon at t = 20. This is in
line with the objective of the MSO-MRT model to
minimize the time it takes to full DS restoration. The
sudden change in the service restoration perfor-
mance at t = 25 is explained by the arrival of several
MPSs to contribute to the response and recovery pro-
cess. This is, however, not the case for TCII–S1 and
TCII–S2 where MPSs are assigned to contribute to
the restoration process by traveling to the adjacent
TS nodes with minimal travel time.
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OBSERVATION 4. The service restoration curve in Fig-
ure 10 demonstrates that the TS constraints and poten-
tial disruptions during HILP events significantly affect

the MPSs’ and RC travel time, their assignments, dis-
patch, and contribution in the DS restoration process.
Depending on the model selected and the objective to
optimize, one may achieve a smoother restoration perfor-
mance across the DS with more involvement of MPS
early on during the restoration process (in case of
MSO-MPL), or radical improvements in the DS service
restoration at the later times during the restoration pro-
cess and by less involvement of MPS in general (in case
of MSO-MRT).

Table 3 Details of Scenarios Studied in TCII

DS damaged branch Scenarios
Transportation
arc failure

L1(n1-n2) & L8(n8-n9) &
L25(n6-n26)

TCII–S1 —
TCII–S2 A1(1-2)
TCII–S3 A1(1-2) & A2(3-12)

(a)

(b)

Figure 10 Impact of TS Disruptions on DS Service Restoration—3-Branch Damage Scenario in the DS [Color figure can be viewed at wileyonlinelib
rary.com]
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4.2.3. TCIII: Impact Analysis of Different Repair
Time Scenarios. The change in the repair time can
be due in practice to a staffing shortage (e.g., person-
nel health emergencies, pandemic crisis) or the hard-
ship of the repair process (e.g., adverse weather
conditions or limited accessibility to the damaged
area). We evaluate here the effectiveness of the
MSO-MRT and MSO-MPL models as a function of
the time needed to mend a DS damaged branch. In
so doing, we focus on a single-branch damage sce-
nario in the DS (i.e., the failure of L1 connecting DS
node 1 to DS node 2) and analyze the four TS disrup-
tion scenarios listed in Table 4. Note that the studied
DS failure is a non-trivial, most-critical system failure
resulting in outages spanning the entire DS. The
available resources to achieve the DS restoration goal
are one RC and three MPSs (two MEGs and one
MESS).
The minimal DS restoration time in different sce-

narios, obtained from the proposed MSO-MRT and
MSO-MPL models, is displayed in Figure 11. As one
can see, the DS restoration time for L1 failure in the
DS remains the same in all studied scenarios when
using MSO-MRT and MSO-MPL models. This is
because the reparation of the damaged branch L1
results in a full restoration of the DS and that the total
MPS capacity is not sufficient to account for the entire
DS restoration before the damaged branch L1 is
mended. The DS restoration time increases as the
repair time of the damaged branches increases. Addi-
tionally, one can observe that the DS restoration time
increases up to 20% (TCIII-S1) when taking into
account the transportation arc failures. In particular,
every additional arc failure in the TS leads to a one-
period increment for restoring the DS. The longest DS
restoration time is achieved in TCIII-S4 when consid-
ering the longest repair time for a damaged branch in
the DS (120 minutes) in the presence of two broken
arcs in the TS. In all studied scenarios in TCIII, the
coordination between the TS and DS and the joint

utilization of mobile resources have resulted in full
restoration of the DS within the desired 4-hour
restoration time horizon. Note that while the goal was
the entire DS restoration, individual nodes may have
been restored earlier with the MPSs being dispatched
across the DS.
Figure 12 provides the same analysis when applied

to a double-order contingency event in the DS: the
simultaneous failure of DS branches L8 and L25. Simi-
lar observations to those found in Figure 11 prevail,
except that in this case, the minimum DS restoration
time achieved using the MSO-MRT and MSO-MPL
models differ in every studied instance. As expected,
a faster DS restoration is commonly achieved when
the MSO-MRT model is used. With the restoration
planning horizon set to 48 periods (four hours), the
full DS restoration cannot be achieved when the
repair time for damaged branches increases to two
hours; this is primarily due to the necessary travels
that RCs and MPSs should make to reach the desired
area (arc and node), which does not leave sufficient
time required for a full restoration neither through
MPS contributions nor reparation of the damaged
branches.

OBSERVATION 5. The minimum DS restoration time is
in a direct and linear relationship with the repair time of
the damaged branches in the DS, irrespective of the model
(MSO-MRT or MSO-MPL) used. However, the mini-
mum DS restoration time in particular cases (e.g., failure
in the most critical branch in the DS—the root branch
L1) may remain the same for both MSO-MRT and
MSO-MPL models under all studied scenarios, while it
may be model-dependent in some other instances. If the
repair time for damaged branches in the DS exceeds a
threshold, the results demonstrated that a full DS restora-
tion may not be achieved. This highlights the necessary
adjustments and reinforcements needed to strengthen the

Table 4 Details of Scenarios Studied in TCIII

DS Damaged
Branch Scenarios

Repair
time (min)

Transportation
arc failure

L1 (n1-n2) TCIII–S1 30 —
A1(1-2)
A1(1-2) & A2(3-12)

TCIII–S2 60 —
A1(1-2)
A1(1-2) & A2(3-12)

TCIII–S3 90 —
A1(1-2)
A1(1-2) & A2(3-12)

TCIII–S4 120 —
A1(1-2)
A1(1-2) & A2(3-12)

Figure 11 Minimum Time for DS Restoration under Different Repair
Time Scenarios for DS Damaged Branch L1: Results with
MSO-MRT and MSO-MPL [Color figure can be viewed at
wileyonlinelibrary.com]
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response and recovery process when the repair time is
uncertain or estimated to be longer than expected (e.g.,
unavailability or inaccessibility of damaged equipment,
shortage in RC workforce).

4.2.4. TCIV: Impact Analysis of Different
Restoration Strategies. We have created five sce-
narios and have used models MSO-MRT and
MSO-MPL to study the effectiveness of the differ-
ent restoration approaches. We are especially inter-
ested in comparing the proposed mobility-as-a-
service ideology with the current business-as-usual
practice and existing technologies. The existing DS
restoration technologies are taken as RC-Only prac-
tices and the use of SEG. We assume here that the
TS is fully operational and not affected by HILP
incidents. We focus on DS restoration in response
to extensive outages in the DS caused by the fail-
ure of three branches: L1 connecting DS nodes 1 to
2, L8 connecting DS nodes 8 to 9, and L25 connect-
ing DS nodes 6 to 26. The repair time for each
damaged branch is assumed to take 40 minutes.
Detailed information on the studied scenarios in
TCIV is provided in Table 5.
Figures 13a–c illustrate the results obtained with

the proposed models MSO-MRT and MSO-MPL.
They display the time taken to restore power in the
entire DS with various restoration approaches and
under different assumptions of power capacity for the
energy resources (i.e., lower to higher power capacity
in (a)–(c)). The restoration approaches include two of
the existing practices and three transportable sources
—TCIV-S3: MEG, TCIV-S4: MESS, and TCIV-S5:
MPS (i.e., MEG + MESS). In every studied scenario,
the RC schedules are coordinated with the respec-
tive technology, thereby creating a joint contribution
to DS service restoration. Figure 13a demonstrates
that the conventional RC-Only (TCIV–S1) and RC-
SEG (TCIV–S2) practices result in the longest DS

restoration time compared to the proposed RC-MEG
(TCIV–S3) and RC-MPS (TCIV–S5) strategies. Irre-
spective of the selected model MSO-MRT or MSO-
MPL, this observation remains valid as the capacity
of the power sources increase in 13 (b)-(c). More-
over, as the power capacity of the MPS sources
increase, the contribution of MPS to restore power is
further highlighted compared to the traditional
practices.

OBSERVATION 6. The results presented in Figure 13a–c
showcase the advantage of the proposed MPS technologies
compared to the existing practice. MPS technologies, par-
ticularly when their size and capacity increase, are able to
play a critical role in picking up the load in DS restora-
tion. Additionally, the results confirmed our previous
observation that when the DS system-wide (and not at
particular nodes) restoration time is of interest, model
MSO-MRT outperforms model MSO-MPL.

We focus now on model MSO-MPL to investigate
the role of different strategies in service restoration at
particular nodes in the DS. Figure 14 shows that the
MPS technologies consistently allow for a faster
restoration of the DS nodes of interest compared to
the traditional practices. One can see that the fastest
recovery of the DS node 28 is achieved with an SEG
because it is connected locally to node 28.

OBSERVATION 7. The results presented in Figure 14
demonstrate the significant advantages of MPS technolo-
gies in the restoration of individual DS nodes over the
traditional RC-only and SEG practices. When restoration
of particular (critical) nodes—and not the entire DS—is
of interest, model MSO-MPL best harnesses the MPS
potential in the restoration of critical nodes and mission-
critical systems.

Figure 12 Minimum Time for DS Restoration under Different Repair
Time Scenarios for DS Damaged Branches L8-L25 : Results
with MSO-MRT and MSO-MPL [Color figure can be viewed
at wileyonlinelibrary.com]

Table 5 Details of the Studied Scenarios in TCIV

Scenarios
Restoration
technology Specification

TCIV–S1 RC-Only –
–
–

TCIV–S2 RC + SEG 400 kW/300 kVar (n6 & n28)
500 kW/500 kVar (n6 & n28)
800 kW/600 kVar (n6 & n28)

TCIV–S3 RC + MEG 400 kW/300 kWh
500 kW/500 kVar
800 kW/600 kVar

TCIV–S4 RC + MESS 300 kW/500 kWh
500 kW/776 kWh
600 kW/1000 kWh

TCIV–S5 RC + MPS 400 kW/300 kVar + 300 kW/500 kWh
500 kW/600 kVar + 500 kW/776 kWh
800 kW/600 kVar + 600 kW/1000 kWh
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4.2.5. TCV: Impact Analysis of Variable
Availability of MPS Units. We have generated two
scenarios and have used models MSO-MRT and
MSO-MPL to evaluate the effect of varying numbers
of available MPSs for DS restoration. We assume here
that the TS is fully operational and not affected by the
HILP incident. We concentrate on DS restoration in
response to extensive outages in the DS caused by the
failure of three branches: L1 connecting DS nodes 1 to
2, L8 connecting DS nodes 8 to 9, and L25 connecting
DS nodes 6 to 26. The repair time for each damaged
branch is assumed to take 40 minutes. The number of
MPSs is six (i.e., four MEGs and two MESSs) in TCV-
S1, while it is nine (i.e., six MEGs and three MESSs) in
TCV-S2. Table 6 presents the results obtained with
the models MSO-MRT and MOS-MPL. The results
displayed in Table 6 indicate that:
• The utilization of MPSs leads to a much faster

full DS restoration (130 minutes) than when all
the damaged branches in the DS are mended
(175 minutes); that is an improvement of 34.6%
in achieving a full system restoration when
MPS technologies are applied.

• The minimal times for full DS restoration are
the same in both models MSO-MRT and
MSO-MRL with a sufficient number of MPSs.
One can see that the full restoration times are
the same when the number of MPS resources
are doubled and tripled. Moreover, increasing
the number of MPS resources comes at a sig-
nificant price, thereby calling for an effective
trade-off between the investment/operational
costs and the DS restoration agility.

These results confirm the effectiveness of the MPS
technologies to achieve a faster full DS restoration
compared to the conventional practices, which cor-
roboratesObservation 1.

4.2.6. TCVI: Impact Analysis of More Severe
Damages in DS and TS. We aim to demonstrate
and analyze the performance of the proposed models
MSO-MRT and MSO-MPL under (more) severe
damages in the DS and TS caused by an HILP event.
The available resources to achieve this goal are one
RC and three MPSs (i.e., two MEGs and one MESS)
technologies. The repair time for each damaged
branch is assumed to be eight time periods (40 min-
utes). We focus on a severe condition where an HILP
event has caused a four-branch damage scenario in
DS: L1 connecting DS nodes 1 to 2, L8 connecting DS
nodes 8 to 9, L22 connecting DS nodes 3 to 26, and
L25 connecting DS nodes 6 to 26. We have created
two scenarios under one-arc damage in the TS
(TCVI-S1) and two-arc damage in the TS (TCVI-S2).
Table 7 presents the results obtained with the pro-
posed models MSO-MRT and MOS-MPL. It illus-
trates that:

• The utilization of MPSs results in a much ear-
lier full DS restoration than when all the dam-
aged branches are eventually fixed.

(a) (b) (c)

Figure 13 DS Restoration Time vs. Restoration Strategy: Results with MSO-MRT and MSO-MPL [Color figure can be viewed at wileyonlinelibrary.c
om]

Figure 14 Nodal Restoration Time under Different Strategies [Color
figure can be viewed at wileyonlinelibrary.com]
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• MSO-MRT model achieves a faster full
restoration across the entire DS than MSO-
MPL model.

• The time for full DS restoration increases when
the HILP event results in a more severe dam-
age in the DS and TS.

Again, these results are consistent with Observa-
tion 1, Observation 3, and Observation 4 reported
earlier for TCI and TCII.

4.3. Test System Description: Test System 2
In order to verify the versatility and applicability of
the proposed models in systems with larger geo-
graphical coverage, we introduce a new benchmark
test system as in Xu et al. (2019). The configuration of
the new test systems is illustrated in Figure 15, where
the DS and TS networks are integrated through sev-
eral coupling nodes defined in Table 8. The DS net-
work is the IEEE 33-node test system which includes
1 substation, 32 branches, and 33 nodes serving a total
electricity demand of 3,715 kW. The detailed informa-
tion on each node and branch in the system is pro-
vided by Baran and Wu (1989). The TS network is
called the Simplified Electrified TS network and con-
sists of 12 nodes and 20 arcs, in which a total of six
candidate nodes and four coupling nodes mapped to
four DS repair zones around specific branches exist.
For more detailed information about the network, we
refer the reader to Xu et al. (2019).
Due to the increased distance between nodes in the

Simplified Electrified TS Network, we explore a 50%-
longer planning horizon for service restoration in this
test system. The entire restoration time horizon in all
the conducted tests on this test system is assumed to

be 72 periods of five minutes (6 hours) compared to
48 periods in the first test system. We aim to test and
investigate the performance of the proposed MSO-
MRT and MSO-MPL models in all test cases on this
system configuration (96 test instances in total).

4.4. Numerical Results and Insights: Test System 2
This section summaries the findings and contribu-
tions made for Test System 2. We verify the effective-
ness of the presented schemes for DS restoration
applying the same six test cases presented in section
4.2. The test cases and the detailed numerical results
are provided in Appendix C. The analysis of the pro-
posed models applied to Test System 2 leads to the
following conclusions:

• The results show the effectiveness of the MPS
technologies in achieving a faster full DS
restoration compared to the traditional RC-only
practices even while one or several damaged
branches are yet to be fixed. This observation
holds irrespective of the considered model
(MSO-MRT or MSO-MPL) and the number of
damaged branches due to the ability of the
MPSs to provide enough power while the RC is
fixing the damaged branches. This observation
is especially visible in scenarios involving multi-
ple damaged branches in the DS, a feature com-
mon to most HILP incidents.

• The choice of objective function greatly impacts
the restoration duration and process. In scenar-
ios with multiple damaged branches in the DS,
the MSO-MRT model achieves a full-service
restoration around 5 to 30 minutes earlier
across the entire DS due to the nature of the
objective function, which aims to achieve mini-
mal DS restoration time. When the number of
MPS resources are sufficient (i.e., more than
six), the minimal times for full DS restoration
are the same in both MSO-MRT and MSO-
MRL models.

• The TS constraints and disruptions during
HILP events significantly affect the MPSs’ and
RCs’ travel time, their assignments, dispatch
schedules, and contribution to the DS restora-
tion process. The more severe a disruption in
the TS, the more time needed to achieve a full
restoration.

• The minimum DS restoration time is in a direct
and linear relationship with the repair time of
the damaged branches in the DS, irrespective
of the model (MSO-MRT or MSO-MPL) used.

• MPS technologies, particularly when their size
and capacity increase, are able to play a critical
role in picking up the load for DS restoration.
This highlights the advantage of the proposed

Table 6 Time for Restoration under Different Numbers of MPSs in TCV

Time for full
electrical
restoration

Time for full
structural restoration (all
damaged branches fixed)

TCV–S1 MSO-MRT 26-period (130 min) 35-period (175 min)
MSO-MPL 26-period (130 min) 35-period (175 min)

TCV–S2 MSO-MRT 26-period (130 min) 35-period (175 min)
MSO-MPL 26-period (130 min) 35-period (175 min)

Table 7 Time for Restoration under More Severe Damage in DS and
TS in TCVI

Time for full
electrical
restoration

Time for full structural
restoration (all damaged

branches fixed)

TCVI–S1 MSO-MRT 34-period (170 min) 44-period (220 min)
MSO-MPL 37-period (185 min) 44-period (220 min)

TCV–S2 MSO-MRT 36-period (180 min) 47-period (235 min)
MSO-MPL 39-period (195 min) 47-period (235 min)
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MPS technologies compared to the traditional
restoration practices.

The presented findings endorse the results obtained
in section 4.2 and confirm the effectiveness of the
MPS technologies in achieving a faster full restoration
and enhanced DS resilience to HILP incidents.

5. Discussions and Conclusion

Power interruptions following an extreme HILP event
in the DS must be restored quickly to minimize the
disastrous consequences of prolonged outages to the
society and provide stable operations to emergency
centers, hospitals, military bases, fire stations, etc.
Decision-making for DS service restoration has long
been a challenge for the electric industry. Service
restoration decisions for the DS are commonly
approached through maintenance and repair activi-
ties of the damaged infrastructure by using RCs or by
deploying SEGs. In the former case, the restoration
process may take days and significantly harm people

and every aspect of our electrified economy. In the
latter case, SEGs can best help restore a single facility
for a limited period of time. Different from the state-
of-the-art practices, this study introduces mobility-as-
a-service for resilience delivery and proposes the
effective deployment of MPS as the restoration tech-
nology of the future. The transportability of MPSs can
be harnessed for spatiotemporal flexibility exchange
and effective response and recovery during disasters.
MPSs not only facilitate a faster DS restoration com-
pared to the aforementioned traditional practices, but
also may support the energy-intensive facilities and
electricity delivery to mission-critical systems and
emergency services locally until the system is
returned back to its normal operating condition.
While MPSs can accelerate the response and recov-

ery of the DS in the face of HILP events, their potential
for delivering resilience services has remained largely
untapped and they are currently not well utilized in
practice. Their operation should be coordinated in
space and time as well as with other available
resources. To fill in this gap in the literature, we pro-
pose two optimization models that integrate both DS
and TS constraints into a unified framework and pro-
vide informative decisions on the coordinated opera-
tion of MPS and RC resources for DS restoration. With
a view toward Industry 4.0 and 5.0 technological
advancements, opportunities will evolve for automa-
tion of MPSs priority services with the goal to strike a
balance between machines and humans working hand-
by-hand during the service restoration process when
an HILP event adversely affects the society and its criti-
cal infrastructure.

Figure 15 Configuration of the Integrated TS and DS Networks in Test System 2 [Color figure can be viewed at wileyonlinelibrary.com]

Table 8 Coupling Points in the Integrated TS and DS Networks in Test
System 2

TS nodes DS candidate nodes TS nodes DS repair zones

2 n3 5 L1(n1−n2)
3 n6 8 L22(n3−n23)
6 n28 10 L8(n8−n9)
7 n25 12 L25(n6−n26)
9 n9
11 n12
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5.1. Managerial Insights Summary
Through six test cases, we have extensively analyzed
the MPS technologies under the lens of the proposed
optimization models MSO-MRT and MSO-MPL in
two different test systems. With the designed test
cases, each with a multitude of scenarios, we evalu-
ated (i) the performance of the models in multi-
branch damage scenarios in the DS, (ii) the impact of
TS arc disruptions on the DS restoration performance,
(iii) the impact of variable repair time scenarios on the
DS restoration, (iv) the choice of restoration strategy
and a comparison with the traditional approaches
and the existing practices, (v) the variable availability
of MPS resources, and (vi) more severe disruptions in
both DS and TS. We consistently observed the value
of MPS technologies in general and their mobility in
particular for spatiotemporal resilience delivery
across the DS. We found that MPS technologies
almost always outperform the conventional settings
when the focus is to minimize the time it takes to
achieve a full DS restoration. Among our findings are
the following insights:

• Different from the traditional RC-only practices,
MPSs facilitate the full DS restoration even while
one or several damaged branches are yet to be
fixed. This is especially valuable in scenarios
involving multiple damaged branches in the DS,
common to the majority of HILP incidents.

• The choice of the objective function greatly
impacts the MPS/RC routing and scheduling
decisions: how frequently they are utilized and
how involved their utilization is during the DS
restoration process. The MSO-MRT model
achieves a faster service restoration across the
entire DS. However, the MSO-MPL model
effectively allows for partial recovery of the
system and the faster recovery of particular
outage nodes, if needed. This is particularly
valuable as it offers opportunities to swiftly
restore the critical loads such as hospitals, mili-
tary bases, fire stations.

• The TS route disruptions and unavailability due
to HILP events greatly affect the MPSs’ and RC
travel time, their assignment, dispatch, and con-
tribution in the DS restoration process. With dis-
ruptions in TS, MPSs/RCs may get dispatched
through alternative (and not necessarily the short-
est) routes. Our analysis highlighted the need for
integration of TS and DS constraints into a uni-
fied framework when deciding on the use of
MPS for restoration and resilience services.

• The minimum DS restoration time is directly
related to the repair time of the damaged
branches in the DS, irrespective of the model
(MSO-MRT or MSO-MPL) used. If the repair

time for damaged branches in the DS exceeds a
threshold, the results demonstrated that a full DS
restoration may not be achieved. This highlights
the necessary adjustments and reinforcements
needed to strengthen the response and recovery
process when the repair time is uncertain or esti-
mated to be longer than expected (e.g., unavail-
ability or inaccessibility of damaged equipment,
shortage in RC workforce).

• The advantage of the proposed MPS technologies
over the existing practices prevails under the two
formulations investigated. MPS technologies, par-
ticularly when their size and capacity increase,
can be key to pick up the load at particular nodes
and for full DS restoration.

5.2. Limitations and Future Research
This study focused on the solutions for dealing with
the aftermath of the HILP incidents (post-disaster)
and to enhance the DS operational resilience. This study
assumes that a certain number of MPS and RC
sources are pre-positioned, ready to be optimally dis-
patched across the TS to help in DS restoration. Future
research could study analytics regarding the long-
term planning time-horizon to address the investment
decision on the MPS resources and for ensuring the
DS structural resilience.
The conducted tests and numerical evaluations

reported in this study are based on the implementa-
tion of the proposed MSO-MRT and MSO-MPL ana-
lytics on the IEEE 33-node DS and the 24-node Sioux
Falls TS (in Test System 1) as well as the Simplified
Electrified TS (in Test System 2). Future research
could focus on improvements in the scalability and
computational efficiency of the proposed models in
large-scale DS (e.g., IEEE 123-node test system) inte-
grated with more realistic TS.
Numerical results indicate that both our models

perform well and ensure the efficiency of the service
restoration process. Yet one of the models deserves
particular attention in that it increasingly relies on the
active deployment of MPSs. In crisis conditions, such
as during pandemics, when the ability of emergency
centers to send maintenance crews is limited, shifting
the burden on the machines is a major competitive
advantage for decision-makers. Staying on top of
recent developments in Industry 4.0 such as self-
driving vehicles and adopting such technological
breakthroughs may be extremely valuable to ensure
service continuity, resilient performance, and cus-
tomer satisfaction in the future. Advancements in
machine learning and artificial intelligence could fur-
ther facilitate the use of autonomous MPS of the
future in harsh environments. A potential future
application of MPS is to use aerial means of
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transportation particularly in areas with limited or
disrupted transportation connectivity and access.
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